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Recap and where we are

● Emotion theories
Fundamental emotions, Valence-Arousal Dominance, Appraisal,
Components, Regulation
● Corpus creation (incl. Assignment 1)

Annotation, quality assessment, crowdsourcing, existing corpora
● Dictionaries

Classification, applications, creation, existing lexicons
● Cognitive approaches

OCC model, rules, appraisal annotation, emotinetKB
● Classification (incl. Assignment 2)

Features, deep learning, weak labeling, transfer/multitask learning
● Intensity prediction

task definition, intensifiers, intensity annotation, resources, models
● Assignment 3: Outlook/Literature Review
● Stimulus Detection, Role labeling (incl. Assignment 4)
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Take Away

● The tasks of role labeling and stimulus detection
● Annotated resources
● Computational modelling and evaluation
● Assignment 4
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Motivation (1)

Classification:
● Assign values to sentences or documents
● Which downstream questions can be answered with such
model? Which applications are enabled?
● Retrieval:
Find texts with particular emotions, find emotional texts
● Analysis: Analyze change of emotions over time, compare
different parts of corpora (e.g., with different keywords)
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Motivation (2)

What cannot be done? Given a corpus, extract the information:
● which entities (persons, organizations) express or
experience an emotion.
“I am angry at my husband because he did not bring food.”
● which words point to a particular emotion, how emotions
are communicated
“I am angry at my husband because he did not bring food.”
● if the emotion is directed towards a particular target
“I am angry at my husband because he did not bring food.”
● which event/object caused a particular emotion/feeling
“I am angry at my husband because he did not bring food.”
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Motivation (3)

Why is that interesting?
● Are there entities that receive more fear, anger or trust?
● Are there stimuli that are predominantly scary?
● Are there differences in perception of the same thing by
different people? (one person find something enjoyable,
others boring)
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Aspect-based sentiment analysis

These tasks are related to aspect-based sentiment analysis.
Formulation 1:
● Given text and set of aspects, detect which aspect is
described and which sentiment polarity it receives.
● “The food was good, but the waiter was unfriendly.
food → positive; staff → negative.
● e.g., Ganu et al. (2009). “Beyond the Stars: Improving Rating Predictions

using Review Text Content.” WebDB.

Formulation 2:
● Given text, detect phrases that describe an aspect.
● Classify these aspects into sentiment polarities.
● Optionally cluster aspect mentions.
● “The food+ was good, but the waiter− was unfriendly.
● e.g., Kessler et al. 2010. The 2010 ICWSM JDPA Sentiment Corpus for the

Automotive Domain. ICWSM-DWC

(task of opinion holder extraction is also established)
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Examples for Emotion Role Labeling

● [Djokovic
experiencer

] [happy
cue
] [to carry on cruising

stimulus
]

● [#Republicans
target

] are a joke . [Clint Eastwood
stimulus

] is their mascot
! America is in trouble if [these idiots

cue
] win ! #RNC

● [Trump
experiencer

] [upbeat
cue

] [on potential for US-Japan trade deal.
stimulus

]

● [Obama Voter
target

] [Says Vote for Obama
stimulus

]
[YES WE CAN AGAIN !

cue
]

Examples from Oberländer et al. (2020): Experiencers, Stimuli, or Targets:
Which Semantic Roles Enable Machine Learning to Infer the Emotions?
COLING.
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Small annotation exercise

Please annotate the following sentences.
(1), decide on the emotion that is experienced
(2), label experiencer, target, cue, stimulus
● David Beckham gets six-month driving ban for using phone
at wheel
● Don McGahn fires back at Donald Trump
● A couple infuriated officals by landing their helicopter in the
middle of a nature reserve.
● He was a professional musician now, still sensitive and
happy doing something he loved.
● Holmes is happy having the freedom of the house when we
are out.
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Small annotation exercise discussion

● David Beckham gets six-month driving ban for using phone at wheel

● Don McGahn fires back at Donald Trump

● A couple infuriated officals by landing their helicopter in the middle of a
nature reserve.

● He was a professional musician now, still sensitive and happy doing
something he loved.

● Holmes is happy having the freedom of the house when we are out.
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Task Definition: Relations, spans, or clauses?

● Relation detection:

A couple infuriated officials by landing their helicopter in the middle of a nature reserve.

target experiencer

stimuluscue

● Sequence labeling:
A couple infuriated officials by landing their helicopter in the middle of a nature reserve.

target experiencer stimuluscue

●
John is happy that Peter meets him, but Peter is annoyed.

cue cueexperiencer experiencerstimulus

→ trade-off between task complexity and accurateness
● Clause classification:

A couple infuriated officials by landing their helicopter in the middle of a nature reserve.
emotion clause cause/stimulus clause

University of Stuttgart Roman Klinger Jan 10, 2023 11 / 56
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Corpora Update

1556

Dataset Emotion Annotation In
t.

C
ue

Ex
p.
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se
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Size Source

Em
ot

io
n

&
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te
ns

ity
C

la
ss

ifi
ca

tio
n ISEAR Ekman + {shame, guilt} 7 7 7 7 7 7,665 Scherer et al. (1994)

Tales Ekman 7 7 7 7 7 15,302 Alm et al. (2005)
AffectiveText Ekman + {valence} 7 7 7 7 7 1,250 Strapparava et al. (2007)
TEC Ekman + {±surprise} 7 7 7 7 7 21,051 Mohammad et al. (2015)
fb-valence-arousal VA 7 7 7 7 7 2,895 Preoţiuc-Pietro et al. (2016)
EmoBank VAD 7 7 7 7 7 10,548 Buechel and Hahn (2017a)
DailyDialogs Ekman 7 7 7 7 7 13,118 Li et al. (2017)
Grounded-Emotions Joy & Sadness 7 7 7 7 7 2,585 Liu et al. (2017)
SSEC Plutchik 7 7 7 7 7 4,868 Schuff et al. (2017)
EmoInt Ekman � {disgust, surprise} 3 7 7 7 7 7,097 Mohammad et al. (2017)
Multigenre Plutchik 7 7 7 7 7 17,321 Tafreshi and Diab (2018)
The Affect in Tweets Others 3 7 7 7 7 11,288 Mohammad (2018)
EmoContext Joy, Sadness, Anger & Others 7 7 7 7 7 30,159 Chatterjee et al. (2019)
MELD Ekman + Neutral 7 7 7 7 7 13,000 Poria et al. (2019)
enISEAR Ekman + {shame, guilt} 7 7 7 7 7 1,001 Troiano et al. (2019)

R
ol

es

Blogs Ekman + {mixed, noemo} 3 3 7 7 7 5,025 Aman et al. (2007)
Emotion-Stimulus Ekman + {shame} 7 7 7 3 7 2,414 Ghazi et al. (2015)
EmoCues 28 emo categories 7 3 7 7 7 15,553 Liew et al. (2016)
Electoral-Tweets Plutchik 7 3 3 3 3 4,058 Mohammad et al. (2014)
REMAN Plutchik + {other} 7 3 3 3 3 1,720 Kim and Klinger (2018)
GoodNewsEveryone extended Plutchik 3 3 3 3 3 5,000 Bostan et. al (2020)

Table 1: Related resources for emotion analysis in English.

2.2. Emotion Intensity

In emotion intensity prediction, the term intensity refers to
the degree an emotion is experienced. For this task, there
are only a few datasets available. To our knowledge, the
first dataset annotated for emotion intensity is by Aman
and Szpakowicz (2007), who ask experts to map textual
spans to a set of predefined categories of emotion intensity
(high, moderate, and low). Recently, new datasets were
released for the EmoInt shared tasks (Mohammad and Bravo-
Marquez, 2017; Mohammad et al., 2018), both annotated
via crowdsourcing through best-worst scaling.

2.3. Cue or Trigger Words

The task of finding a function that segments a textual input
and finds the span indicating an emotion category is less
researched. First work that annotated cues was done man-
ually by one expert and three annotators on the domain of
blog posts (Aman and Szpakowicz, 2007). Mohammad et al.
(2014) annotate the cues of emotions in a corpus of 4,058
electoral tweets from the US via crowdsourcing. Similar in
annotation procedure, Liew et al. (2016) curate a corpus of
15,553 tweets and annotate it with 28 emotion categories,
valence, arousal, and cues.
To the best of our knowledge, there is only one work (Kim
and Klinger, 2018) that leverages the annotations for cues
and considers the task of emotion detection where the exact
spans that represent the cues need to be predicted.

2.4. Emotion Cause Detection

Detecting the cause of an expressed emotion in text received
relatively little attention, compared to emotion detection.
There are only few works on English that focus on creating
resources to tackle this task (Ghazi et al., 2015; Mohammad
et al., 2014; Kim and Klinger, 2018; Gao et al., 2015). The

task can be formulated in different ways. One is to define a
closed set of potential causes after annotation. Then, cause
detection is a classification task (Mohammad et al., 2014).
Another setting is to find the cause in the text without stick-
ing to clause boundaries. This is formulated as segmentation
or clause classification on the token level (Ghazi et al., 2015;
Kim and Klinger, 2018). Finding the cause of an emotion
is widely researched on Mandarin in both resource creation
and methods. Early works build on rule-based systems (Lee,
2010; Lee et al., 2010; Chen et al., 2010), which examine
correlations between emotions and cause events in terms
of linguistic cues. The works that follow up focus on both
methods and corpus construction, showing large improve-
ments over the early works (Li and Xu, 2014; Gui et al.,
2014; Gao et al., 2015; Gui et al., 2016; Gui et al., 2017;
Xu et al., 2017; Cheng et al., 2017; Chen et al., 2018; Ding
et al., 2019). The most recent work on cause extraction is
being done on Mandarin and formulates the task jointly with
emotion detection (Xu et al., 2019; Xia and Ding, 2019; Xia
et al., 2019). With the exception of Mohammad et al. (2014)
who are annotating via crowdsourcing, all other datasets
are manually labeled by experts, usually using the W3C
Emotion Markup Language1.

2.5. Semantic Role Labeling of Emotions

Semantic role labeling in the context of emotion analysis
deals with extracting who feels (experiencer) which emotion
(cue, class), towards whom the emotion is directed (target),
and what is the event that caused the emotion (stimulus).
The relations are defined akin to FrameNet’s Emotion frame
(Baker et al., 1998).

1https://www.w3.org/TR/emotionml/, last ac-
cessed Nov 27 2019

Bostan/Kim/Klinger (2020): GoodNewsEveryone: A Corpus of News Headlines
Annotated with Emotions, Semantic Roles, and Reader Perception. LREC
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Corpora to discuss

Models that are evaluated across multiple of these (English)
corpora are scarce, therefore, I do not first introduce resources
and then methods, but instead talk about each resource and
provide an overview of methods that have been evaluated on
each resource.
● Ghazi, D., Inkpen, D., and Szpakowicz, S. (2015). Detecting emotion stimuli in

emotion-bearing sentences. CICLing
https://link.springer.com/chapter/10.1007/978-3-319-18117-2_12

● Mohammad, S., Zhu, X., and Martin, J. (2014). Semantic role labeling of emotions in
tweets. WASSA
https://www.aclweb.org/anthology/W14-2607/

● Kim, E. and Klinger, R. (2018). Who feels what and why? Annotation of a literature
corpus with semantic roles of emotions. COLING
https://www.aclweb.org/anthology/C18-1114/

● Bostan, L, Kim, E., and Klinger, R. (2020). GoodNewsEveryone: A Corpus of News
Headlines Annotated with Emotions, Semantic Roles, and Reader Perception. LREC
https://www.aclweb.org/anthology/2020.lrec-1.194/

● Gao, Q., Hu, J. Xu, J, Lin, G, He, Y., Lu, Q., and Wong, K.-F. 2017. Overview of NTCIR-13
ECA task. NTCIR
http://research.nii.ac.jp/ntcir/workshop/OnlineProceedings13/pdf/ntcir/01-NTCIR13-OV-ECA-GaoQ.pdf
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Corpora

Whole Instance Stimulus

Dataset # avg. len # avg. len

ES, Ghazi2015 2414 20.60 820 7.29
ET, Mohammad2014 4056 19.14 2427 6.25
GNE, Bostan2020 5000 13.00 4798 7.29
REMAN, Kim2018 1720 72.03 609 9.33
ECA, Gao2017 2558 62.24 2485 9.52

Cue Target Exp.

Dataset # avg. len # avg. len # avg. len

ET 2930 5.08 2824 1.71 29 1.76
GNE 4736 1.60 4474 4.86 3458 2.03
REMAN 1720 3.82 706 5.35 1050 2.04

Oberlaender et al. (2020), Experiencers, Stimuli, or Targets: Which Semantic Roles Enable Machine Learning to Infer
the Emotions? PEOPLES

University of Stuttgart Roman Klinger Jan 10, 2023 14 / 56
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Electoral Tweets

Mohammad, S., Zhu, X., and Martin, J. (2014). Semantic role labeling of emotions in tweets. WASSA
https://www.aclweb.org/anthology/W14-2607/
http://saifmohammad.com/WebDocs/ElectoralTweetsData.zip

● Motivation: Early model of semantic roles of emotions,
defined carefully based on FrameNet
● Domain/Data: Tweets during the Obama/Biden election
● Labels/Structure: Experiencer (often the tweet author),
target/stimulus (span+entity classes), cue
● Annotation Procedure: Crowdsourcing
● Models: Stimulus as classification of a closed set

University of Stuttgart Roman Klinger Jan 10, 2023 15 / 56
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Electoral Tweets – Annotation Process

Questionnaire 1: Emotions in the US election tweets

Tweet: Mitt Romney is arrogant as hell.

Q1. Which of the following best describes the emotions in
this tweet?

• This tweet expresses or suggests an emotional attitude
or response to something.

• This tweet expresses or suggests two or more contrast-
ing emotional attitudes or responses.

• This tweet has no emotional content.

• There is some emotion here, but the tweet does not give
enough context to determine which emotion it is.

• It is not possible to decide which of the above options
is appropriate.

Q2. Is this tweet about US politics and elections?

• Yes, this tweet is about US politics and elections.

• No, this tweet has nothing to do with US politics or
anybody involved in it.

These questionnaires are called HITs (Human In-
telligence Tasks) in Mechanical Turk parlance. We
posted 2042 HITs corresponding to 2042 tweets.
We requested responses from at least three anno-
tators for each HIT. The response to a HIT by an
annotator is called an assignment. In Mechanical
Turk, an annotator may provide assignments for as
many HITs as they wish. Thus, even though only
three annotations are requested per HIT, dozens
of annotators contribute assignments for the 2,042
tweets.

The tweets that were marked as having one
emotion were chosen for annotation by the Ques-
tionnaire 2. We requested responses from at least
five annotators for each of these HITs. Below is
an example:

Questionnaire 2:
Who is feeling what, and towards whom?

Tweet: Mitt Romney is arrogant as hell.

Q1. Who is feeling or who felt an emotion?

Q2. What emotion? Choose one of the options from below
that best represents the emotion.

• anger or annoyance or hostility or fury

• anticipation or expectancy or interest

• disgust or dislike

• fear or apprehension or panic or terror

• joy or happiness or elation

• sadness or gloominess or grief or sorrow

• surprise

• trust or like

Table 3: Questionnaire 1: Percentage of tweets
in each category of Q1. Only those tweets that
were annotated by at least two annotators were in-
cluded. A tweet belongs to category X if it is an-
notated with X more often than all other categories
combined. There were 1889 such tweets in total.

Percentage
of tweets

suggests an emotional attitude 87.98
suggests two contrasting attitudes 2.22
no emotional content 8.21
some emotion; not enough context 1.32
unknown; not enough context 0.26
all 100.0

Q3. Towards whom or what?

After performing a small pilot annotation
effort, we realized that the stimulus in most of
the electoral tweets was one among a handful
of entities. Thus we reformulated question 3 as
shown below:

Q3. What best describes the target of the emotion?
• Barack Obama and/or Joe Biden
• Mitt Romney and/or Paul Ryan
• Some other individual
• Democratic party, democrats, or DNC
• Republican party, republicans, or RNC
• Some other institution
• Election campaign, election process, or elections
• The target is not specified in the tweet
• None of the above

4.3 Annotation Analyses
For each annotator and for each question, we cal-
culated the probability with which the annotator
agreed with the response chosen by the majority
of the annotators. We identified poor annotators as
those that had an agreement probability more than
two standard deviations away from the mean. All
annotations by these annotators were discarded.

We determine whether a tweet is to be assigned
a particular category based on strong majority
vote. That is, a tweet belongs to category X if
it was annotated by at least three annotators and
only if at least half of the annotators agreed with
each other. Percentage of tweets in each of the five
categories of Q1 are shown in Table 3. Observe
that the majority category for Q1 is ‘suggests an
emotion’—87.98% of the tweets were identified
as having an emotional attitude.

35
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Electoral Tweets – Data Set Statistics

Table 4: Questionnaire 2: Percentage of tweets
in the categories of Q2. Only those tweets that
were annotated by at least three annotators were
included. A tweet belongs to category X if it is
annotated with X more often than all other cate-
gories combined. There were 965 such tweets.

Percentage
Emotion of tweets
anger 7.41
anticipation 5.01
disgust 47.75
fear 1.98
joy 6.58
sadness 0.83
surprise 6.37
trust 24.03
all 100.00

Responses to Q2 showed that a large majority
(95.56%) of the tweets were relevant to US pol-
itics and elections. This shows that the hashtags
shown earlier in Table 2 were effective in identify-
ing political tweets.

As mentioned earlier, only those tweets that
were marked as having an emotion (with high
agreement) were annotated further through Ques-
tionnaire 2.

Responses to Q1 of Questionnaire 2 revealed
that in the vast majority of the cases (99.825%),
the tweets contains emotions of the tweeter. The
data did include some tweets that referred to emo-
tions of others such as Romney, GOP, and pres-
ident, but these instances are rare. Tables 4 and
5 give the distributions of the various options for
Questions 2, and 3 of Questionnaire 2. Table 4
shows that disgust (49.32%) is by far the most
dominant emotion in the tweets of 2012 US pres-
idential elections. The next most prominent emo-
tion is that of trust (23.73%). About 61% of the
tweets convey negative emotions towards some-
one or something. Table 5 shows that the stimulus
of emotions was often one of the two presidential
candidates (close to 55% of the time)—Obama:
29.90%, Romney: 24.87%.

4.3.1 Inter-Annotator Agreement
We calculated agreement statistics on the full set
of annotations, and not just on the annotations with
a strong majority as described in the previous sec-
tion. Table 6 shows inter-annotator agreement
(IAA) for the questions—the average percentage of
times two annotators agree with each other. An-
other way to gauge agreement is by calculating
the average probability with which an annotator

Table 5: Questionnaire 2: Percentage of tweets in
the categories of Q3. A tweet belongs to category
X if it is annotated with X more often than all other
categories combined. There were 973 such tweets.

Percentage
Whom of tweets
Barack Obama and/or Joe Biden 29.90
Mitt Romney and/or Paul Ryan 24.87
Some other individual 5.03
Democratic party, democrats, or DNC 2.46
Republican party, republicans, or RNC 8.42
Some other institution 1.23
Election campaign or process 4.93
The target is not specified in the tweet 1.95
None of the above 21.17
all 100.00

Table 6: Agreement statistics: inter-annotator
agreement (IAA) and average probability of
choosing the majority class (APMS).

IAA APMS
Questionnaire 1:

Q1 78.02 0.845
Q2 96.76 0.974

Questionnaire 2:
Q1 52.95 0.731
Q2 59.59 0.736
Q3 44.47 0.641

picks the majority class. The last column in Ta-
ble 6 shows the average probability of picking the
majority class (APMS) by the annotators (higher
numbers indicate higher agreement). Observe that
there is high agreement on determining whether a
tweet has an emotion or not, and on determining
whether the tweet is related to the 2012 US pres-
idential elections or not. The questions in Ques-
tionnaire 2 pertaining to the experiencer, state, and
stimulus were less straightforward and tend to re-
quire more context than just the target tweet for
a clear determination, but yet the annotations had
moderate agreement.

4.4 Access to the data

All of the data is made freely available through the
first author’s website:

http://www.purl.org/net/PoliticalTweets2012
It includes: (1) the complete set of tweets collected
from the Twitter API with hashtags shown in Ta-
ble 2, (2) the subset of English tweets, (3) Ques-
tionnaires 1 and 2, (4) and tweets annotated as per
Questionnaires 1 and 2.
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Table 4: Questionnaire 2: Percentage of tweets
in the categories of Q2. Only those tweets that
were annotated by at least three annotators were
included. A tweet belongs to category X if it is
annotated with X more often than all other cate-
gories combined. There were 965 such tweets.

Percentage
Emotion of tweets
anger 7.41
anticipation 5.01
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fear 1.98
joy 6.58
sadness 0.83
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trust 24.03
all 100.00
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of annotations, and not just on the annotations with
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(IAA) for the questions—the average percentage of
times two annotators agree with each other. An-
other way to gauge agreement is by calculating
the average probability with which an annotator
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None of the above 21.17
all 100.00

Table 6: Agreement statistics: inter-annotator
agreement (IAA) and average probability of
choosing the majority class (APMS).

IAA APMS
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Q2 96.76 0.974

Questionnaire 2:
Q1 52.95 0.731
Q2 59.59 0.736
Q3 44.47 0.641

picks the majority class. The last column in Ta-
ble 6 shows the average probability of picking the
majority class (APMS) by the annotators (higher
numbers indicate higher agreement). Observe that
there is high agreement on determining whether a
tweet has an emotion or not, and on determining
whether the tweet is related to the 2012 US pres-
idential elections or not. The questions in Ques-
tionnaire 2 pertaining to the experiencer, state, and
stimulus were less straightforward and tend to re-
quire more context than just the target tweet for
a clear determination, but yet the annotations had
moderate agreement.

4.4 Access to the data

All of the data is made freely available through the
first author’s website:

http://www.purl.org/net/PoliticalTweets2012
It includes: (1) the complete set of tweets collected
from the Twitter API with hashtags shown in Ta-
ble 2, (2) the subset of English tweets, (3) Ques-
tionnaires 1 and 2, (4) and tweets annotated as per
Questionnaires 1 and 2.
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Table 9: Results for detecting stimulus.
P R F

random baseline 16.45 20.87 18.39
majority baseline 34.45 38.00 36.14
automatic rule-based system 43.47 55.15 48.62
automatic SVM system 57.30 59.32 58.30
upper bound 82.87 81.36 82.11

domains such as natural disaster tweets and epi-
demic surveillance tweets. We perform a ten-fold
stratified cross-validation.

5.2.1 Features
We used the features below for detecting emotion
stimulus:

Word ngrams: Same as described earlier for
emotional state.

Lexical features: We collected lexicons that
contain a variety of words and phrases describing
the categories in Table 5. For example, the Re-
publican party may be called as “gop” or “Grand
Old Party”; all such words or phrases are all put
into the lexicon called “republican”. We counted
how many words in a given tweet are from each of
these lexicons.

Hashtag features: Hashtags related to the U.S.
election were collected. We organized them into
different categories and use them to further smooth
the sparseness. For example, “#4moreyear” and
“#obama” are put into the same hashtag lexicon
and any occurrence of such hashtags in a tweet
triggers the feature “hashtag obama generalized”,
indicating that this is a general version of hashtag
related to president Barack Obama.

Position features: Same as described earlier for
emotional state.

Combined features As discussed earlier, we ex-
plicitly combined some of the above features. For
example, we first concatenate all lexicon and hash-
tag categories found in a given tweet—if the tweet
contains both the general hashtag of “obama”
and “romney”, a binary feature “Hashtag general
obama romney” takes the value of 1.

5.2.2 Results
Table 9 shows the results obtained by the system.
Overall, the system obtains an F-measure of 58.30.
The table also shows upper-bound and baselines
calculated just as described earlier for the emo-
tional state category. We added results for an
additional baseline, rule-based system, here that
chose the stimulus to be: Obama if the tweet had

the terms obama or #obama; Romney if the tweet
had the terms romney or #romney; Republicans if
the tweet had the terms republican, republicans,
or #republicans; Democrats if the tweet had the
terms democrats, democrat, or #democrats; and
Campaign if the tweet had the terms #election or
#campaign. If two or more of the above rules are
triggered in the same tweet, then a label is chosen
at random. This rule-based system based on hand-
chosen features obtains an F-score of 48.62, show-
ing that there are sufficiently many tweets where
key words alone are not sufficient to disambiguate
the true stimulus. Observe that the SVM-based au-
tomatic system performs markedly better than the
majority baseline and also the rule-based system
baseline.

6 Conclusions and Future Work

In this paper, we framed emotion detection as a se-
mantic role labeling problem, focusing not just on
emotional state but also on experiencer and stimu-
lus. We chose tweets about the 2012 US presiden-
tial elections as our target domain. We automati-
cally compiled a large dataset of these tweets using
hashtags, and annotated them first for presence of
emotions, and then for the different semantic roles
of emotions. All of the data is made freely avail-
able.

We found that a large majority of these tweets
(88.1%) carry some emotional attitude towards
someone or something. Further, tweets that con-
vey disgust are twice as prevalent than those that
convey trust. We found that most tweets express
emotions of the tweeter themselves, and the stim-
ulus is often one among a few handful of entities.
We developed a classifier for emotion detection
that obtained an accuracy of 56.84 on an eight-
way classification task. Finally, we showed how
the stimulus identification task can be framed as
a classification task in which our system outper-
forms competitive baselines.

Our future work involves exploring the use of
more tweets from the same user to determine their
political leanings, and use that as an additional fea-
ture in emotion detection. We are also interested in
automatically identifying other semantic roles of
emotions such as degree, reason, and empathy tar-
get (described in Table 1). We believe that a more
sophisticated sentiment analysis applications and
a better understanding of affect require the deter-
mination of semantic roles of emotion.
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● I’m a #Republican, but if I have to hear my mom talk about
#Romney one more time, I’m going to stab myself with my
bayonet.
● So disgusted with both political parties. Both Obama and
Mitt make me sick.
● Anyone that believes Romney’s presidency will be much
different than Obama’s presidency is simply delusional..
● If your a republican you Fail at Life. #Democrats 2012
#Obama2012 #Forward X #Change
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Electoral Tweets – One Data Set Entry (Q2)

234318622 12/17/2012 064206 FALSE 774432561 BLANK
12/17/2012 063248 FALSE amt 0.9048 14559725
USA CA Long Beach
Im tired of all of the barack obama and mitt romney commercials
Tweeter dislike
BLANK
BLANK
the emotion is being expressed with a low intensity
barack obama mitt romney
Im tired
commercials
About the election process, election publicity, or election campaign
BLANK
to point out hypocrisy, to disagree, to ridicule, to criticize, or to vent
BLANK BLANK BLANK BLANK
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Ghazi, D., Inkpen, D., and Szpakowicz, S. (2015). Detecting emotion stimuli in emotion-bearing sentences. CICLing
https://link.springer.com/chapter/10.1007/978-3-319-18117-2_12
http://www.site.uottawa.ca/~diana/resources/emotion_stimulus_data/

● Motivation: First English span-focused annotated corpus for
stimuli, strongly motivated by FrameNet
● Domain/Data: Sentences from FrameNet annotations
● Labels/Structure:
Stimuli as spans, emotions mapped to Ekman
● Annotation Procedure: With trained experts, data is mixture
of sentences that include an emotion word and those
marked with a FrameNet stimulus
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● happy: I suppose I am happy being so ‘ tiny’ ; it means I am
able to surprise people with what is generally seen as my
confident and outgoing personality .
● sad: Anne was sad at the death of the Misses Dolan but too
much was happening for her to dwell on it .
● anger: I was very very angry to read Batty ’s comments
about Leeds .
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Detecting Emotion Stimuli in Emotion-Bearing Sentences 161

Table 6. Results of detecting emotion stimulus using different features

Token Token Token Span Span Span
Precision Recall F-measure Precision Recall F-measure

Corpus-Based 0.7460 0.7017 0.7232 0.5658 0.5402 0.5527
Corpus-Based + Event 0.766 0.756 0.761 0.567 0.561 0.5644

Corpus-Based + Chunker 0.776 0.761 0.7688 0.564 0.556 0.5603
Corpus-Based + Clause 0.809 0.731 0.768 0.623 0.564 0.592
Corpus-Based + Event + 0.811 0.746 0.777 0.666 0.593 0.6280

Chunker + Clause

An analysis of our learnt model and the feature weights shows that, for the positive
tokens, the left-side token features have a higher weight than the right-side tokens.
It is the opposite for the negative tokens. Also, the highest-weighted token features
include “at”, “with”, “about”, “that” and emotion words such as “delight”, “concerned”,
“ashamed”, “anger” for the left-side tokens.

Although the result of these experiment significantly outperform all the baselines,
we notice that the span precision and recall are much lower than at the token level. The
reason is that the syntactic structure of a sentence is not considered in this set of features.
According to the ranked features, many function words are among the highest-weighted
features. This means that this task is very structure-dependent.

A few examples showcase some of the shortcomings of this model by comparing
what is learnt (blue) versus what is the actual stimulus (green).

– “Colette works at marshalling our feelings of revulsion {{at this} voracious crea-
ture who has almost killed the poor box thorn.}” This example shows that, although
these features might be useful to detect the beginning of the emotion stimulus, de-
tecting the end of the span seems more challenging for them.

– “He was petrified {of the clippers} {at first}.” In this case the model has learned
that many emotion stimuli start with the word “at”, so it chooses “at first” regardless
of its semantic and syntactic role in the sentence.

– “At a news conference {at the Royal Geographical Society in London} , they de-
scribed the mental and physical anguish {of their 95-day trek}.” Lacking semantic
features, the model does not recognize that a location cannot be an emotion stimu-
lus alone.

Looking at the predicted labels and comparing themwith the actual labels shows that
we need deeper semantic and syntactic features (explained in the next sections).

Events. FrameNet’s definition of emotion stimulus treats events as one of the main
factors in detecting stimuli. That is why we use a tool to automatically detect events
and add them to the features. The following examples show how events can be the main
part of emotion stimuli.

– “I am desolate that Anthony has died.”
– “His last illness was the most violent , and his doctors were astounded that he
survived it .”

– “I join the Gentleman in expressing our sorrow at that tragic loss.”
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Kim, E. and Klinger, R. (2018). Who feels what and why? annotation of a literature corpus with semantic roles of
emotions. COLING
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● Motivation: Role labeling in literature
● Domain/Data: Project Gutenberg, sentence triples, in which
the middle sentence contains an emotion word
● Labels/Structure: relational structures of events, characters,
emotions and their relation as experiencer and target
● Annotation Procedure: Expert-based with WebAnno
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When I mentioned the house, he seemed surprised.
event character surprise

cause experiencer

Figure 1: Example annotation from Hugo (1885), with one character, an emotion word, and event and
cause and experiencer annotations.

All laughed at the mistake, and none louder than the forth member of the parliament . . .
character disgust

joy
other strong joy character

experiencer target target experiencer

Figure 2: Example annotation from Stimson (1943), with two characters who are experiencers of different
emotions. Disgust and joy are annotated as a mixture of emotions. Both emotions have the same target.

Fewer works exist for English. Neviarouskaya and Aono (2013) annotate 500 sentences from an
online forum with experiencer, emotion, and emotion cause and present a method for extracting linguistic
relations between an emotion and its cause. Ghazi et al. (2015) collect exemplary sentences from FrameNet
that have cause annotation and implement a model that extracts the causes of emotions. Following a
similar approach, Mohammad et al. (2014) annotate Tweets for semantic roles.

Conceptually, our work partially overlaps with the FactBank corpus (Saurí and Pustejovsky, 2009),
where “who thinks what” is taken into account as well. However, in contrast to FactBank, we do not
predefine event-selecting predicates for emotion causes and targets, as those are defined by the annotators.
In this sense, our work is also different from aspect-based sentiment analysis, where aspects of reviewed
products are often predefined.

3 Annotation Task

The goal of the REMAN annotation project is to create a dataset of excerpts from fictional texts that are
annotated for the phrases that lead to the association of the text with an emotion, the experiencer of the
emotion (a character in the text, if mentioned), the target and the cause of the emotion, if mentioned (e. g.,
an entity, or event). An example of such an annotation is shown in Figures 1 and 2. As it can be seen from
these depictions, each annotation includes textual span annotations such as emotions, characters, events,
as well as relation annotations that establish relations between different text spans (cause, experiencer,
target). In the following, we describe the conceptual background for each annotation layer in detail. The
complete annotation guidelines are available online together with the corpus.

3.1 Phrase Annotation

3.1.1 Emotion

We conceptualize emotions as one’s experience that falls in the categories in Plutchik’s classification of
emotions, namely anger, fear, trust, disgust, joy, sadness, surprise, and anticipation. In addition, we
allow annotation with the class other emotion that covers cases when the emotion expressed in the text
cannot be reliably categorized into one of the predefined eight classes. A list of the emotions along with
example realizations can be found in Appendix A, Table 5.

Annotators are instructed to prefer span annotations of key words (e. g., “afraid”), except cases when
emotions are only expressed with a phrase (e. g., “tense and frightened”) or indirectly (e. g., “the corners
of her mouth went down”). Additionally, emotion spans are marked to be intensified (i. e., amplified),
diminished (i. e., downtoned) and negated without marking the modifier or including the modifier. Each
span is associated with one or more emotions (exemplified in Figure 2).1347
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Figure 1: Example annotation from Hugo (1885), with one character, an emotion word, and event and
cause and experiencer annotations.

All laughed at the mistake, and none louder than the forth member of the parliament . . .
character disgust

joy
other strong joy character

experiencer target target experiencer

Figure 2: Example annotation from Stimson (1943), with two characters who are experiencers of different
emotions. Disgust and joy are annotated as a mixture of emotions. Both emotions have the same target.

Fewer works exist for English. Neviarouskaya and Aono (2013) annotate 500 sentences from an
online forum with experiencer, emotion, and emotion cause and present a method for extracting linguistic
relations between an emotion and its cause. Ghazi et al. (2015) collect exemplary sentences from FrameNet
that have cause annotation and implement a model that extracts the causes of emotions. Following a
similar approach, Mohammad et al. (2014) annotate Tweets for semantic roles.

Conceptually, our work partially overlaps with the FactBank corpus (Saurí and Pustejovsky, 2009),
where “who thinks what” is taken into account as well. However, in contrast to FactBank, we do not
predefine event-selecting predicates for emotion causes and targets, as those are defined by the annotators.
In this sense, our work is also different from aspect-based sentiment analysis, where aspects of reviewed
products are often predefined.

3 Annotation Task

The goal of the REMAN annotation project is to create a dataset of excerpts from fictional texts that are
annotated for the phrases that lead to the association of the text with an emotion, the experiencer of the
emotion (a character in the text, if mentioned), the target and the cause of the emotion, if mentioned (e. g.,
an entity, or event). An example of such an annotation is shown in Figures 1 and 2. As it can be seen from
these depictions, each annotation includes textual span annotations such as emotions, characters, events,
as well as relation annotations that establish relations between different text spans (cause, experiencer,
target). In the following, we describe the conceptual background for each annotation layer in detail. The
complete annotation guidelines are available online together with the corpus.

3.1 Phrase Annotation

3.1.1 Emotion

We conceptualize emotions as one’s experience that falls in the categories in Plutchik’s classification of
emotions, namely anger, fear, trust, disgust, joy, sadness, surprise, and anticipation. In addition, we
allow annotation with the class other emotion that covers cases when the emotion expressed in the text
cannot be reliably categorized into one of the predefined eight classes. A list of the emotions along with
example realizations can be found in Appendix A, Table 5.

Annotators are instructed to prefer span annotations of key words (e. g., “afraid”), except cases when
emotions are only expressed with a phrase (e. g., “tense and frightened”) or indirectly (e. g., “the corners
of her mouth went down”). Additionally, emotion spans are marked to be intensified (i. e., amplified),
diminished (i. e., downtoned) and negated without marking the modifier or including the modifier. Each
span is associated with one or more emotions (exemplified in Figure 2).

University of Stuttgart Roman Klinger Jan 10, 2023 26 / 56



. .. .
Recap

. .. .. .. .. .. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Resources/Methods

. .. .. .. .. .. .
Evaluation

. .. .. .. .. .. .. .
Tokens vs. Clauses

. .. .
Ass.4

REMAN – One Data Set Entry

1359

B Genre and author composition

Subject headings Most frequent author # texts

Fiction, Christian fiction MacDonald George 178
Historical fiction (translations), Epic literature Hugo Victor 107
Social fiction Dostoevsky Fyodor 63
Domestic fiction, Single women Gissing George 45
Young men, Bildungsroman Thackeray William 42
Love stories James Henry 38
Didactic fiction Eliot George 36
Political fiction Atherton Gertrude Franklin Horn 35
Historical fiction (translations), France Dumas Alexandre 35
German fiction (translations), Social classes Freytag Gustav 22

Table 7: Most frequent subject headings and authors in the corpus. Subject headings are taken from
Project Gutenberg metadata and are shortened for readability.

C Excerpt from the corpus file

<document author="Glasgow Ellen" author_death_year="1945" book_title="The Battle Ground" doc_id="6872"
genre="Historical fiction" url="http://www.gutenberg.org/ebooks/6872">

<text>In loving me, my darling?" "In loving you like that." "Nonsense.</text>
<adjudicated>

<spans>
<span annotation_id="51002" annotatorId="B"

cbegin="17" cend="24" type="character">darling</span>
<span annotation_id="49637" annotatorId="A"

cbegin="31" cend="37" type="joy">loving</span>
<span annotation_id="49644" annotatorId="A"

cbegin="31" cend="37" type="trust">loving</span>
<span annotation_id="50015" annotatorId="B|A"

cbegin="38" cend="41" type="character">you</span>
</spans>
<relations>

<relation annotatorId="B" left="17" right="37" relation_id="51009" source_annotation_id="49637"
target_annotation_id="51002" type="experiencer">darling[CHARACTER]...loving[JOY]</relation>

<relation annotatorId="B|A" left="31" relation_id="50022" right="41" source_annotation_id="49637"
target_annotation_id="50015" type="target">loving[JOY]...you[CHARACTER]</relation>

</relations>
</adjudicated>
<other>

<spans>
<span altTo="49644" annotation_id="49581" annotatorId="C" cbegin="31" cend="37"

type="other�emotion">loving</span>
</spans>
<relations />

</other>
</document>

Figure 4: Excerpt from REMAN corpus.University of Stuttgart Roman Klinger Jan 10, 2023 27 / 56
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Modifier Annotation Length

Type Total Adjudic. strong weak neg. 1 token � 2 token in NRC1 in NRC2

Em
ot

io
ns

anger 192 156 5 12 7 106 68% 50 32% 36 33% 11 22%
anticipation 248 201 5 3 11 161 80% 40 20% 28 17% 3 8%
disgust 242 190 2 7 14 144 76% 46 24% 74 51% 16 34%
fear 254 183 11 16 17 145 79% 38 21% 93 64% 20 52%
joy 434 336 31 20 28 289 86% 47 14% 184 64% 29 61%
sadness 307 224 10 2 13 168 75% 56 25% 100 59% 30 53%
surprise 243 196 12 4 7 156 80% 40 20% 105 67% 19 47%
trust 264 232 3 3 33 191 82% 41 18% 66 34% 26 63%
other emotion 432 207 4 4 4 133 64% 41 36% 52 39% 0 0%

En
tit

ie
s character 2072 1715 1288 75% 427 25%

event 858 615 38 6% 577 94%
other 771 485 114 24% 371 76%

Table 2: Corpus statistics for emotions annotations. Columns indicate the number of times each emotion
was annotated. “in NRC1” shows how many of 1 token annotations are in the NRC dictionary (percentage
is given relative to 1 token annotations). “in NRC2” shows how many multi-word annotations include at
least one word from NRC.

Emotion that triggered the relation Entities involved

Relation Total Adjudicated an
ge

r

an
tic

ip
.

di
sg

us
t

fe
ar

jo
y

ot
he

r

sa
dn

es
s

su
rp

ris
e

tru
st

ch
ar

.

ev
en

t

ot
he

r

experiencer 2113 1717 48% 137 164 130 173 309 210 216 171 207 1704
cause 1261 840 24% 48 45 70 95 174 74 134 125 75 87 398 343
target 1244 1017 28% 106 129 125 96 135 121 62 80 163 444 315 257

overall relations 4618 3574 77% 291 338 325 364 618 405 412 376 445 2238 717 601

Table 3: Corpus statistics for relation annotation. Columns indicate the number of times each role was
assigned to an entity and how often the respective emotions are in relation to the entity.

subjective categories (two annotators may find two different causes for the same emotion), hence the low
agreement scores across all categories. The only exception are experiencer annotations, which are the
most reliable among all annotations and match the substantial agreement scores of character annotation
(the only type of entities that can be involved in an experiencer relation).

We illustrate the difficulties the annotators face when annotating emotions with roles with the following
example: “they had never seen . . . what was really hateful in his face; . . . they could only express it by
saying that the arched brows and the long emphatic chin gave it always a look of being lit from below . . . ”
All annotators agree on the character (“they”) and the emotion (“hateful” expressing disgust). Similarly,
both annotators agree that the disgust is related to properties of the face which is described, however, one
annotator marks “his face” as target, the other marks the more specific but longer “the arched brows and
the long emphatic chin gave it always a look of being lit from below” as cause.

If we abstract away from the text spans, both annotators agree that the emotion of disgust has something
to do with “his face”, however they disagree on the target annotation and the cause annotation. So,
though conceptually, the annotations by two people are similar, this is not captured by our calculation of
inter-annotator agreement.
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Strict Fuzzy

Category Annotations Exp Model Features P R F1 P R F1

1 Rule-based dictionary 19 83 31
1 MLP BOW 55 21 31

Emotion 1925 2 CRF all + dictionary 56 6 11 56 6 11
3 CRF all + dictionary + experiencer 55 9 16 69 12 20
2 biLSTM-CRF embeddings 57 35 43 62 39 48

2 CRF all + person 50 2 4 50 2 4
Experiencer 1717 3 CRF all + person + emotion 74 15 24 78 15 26

2 biLSTM-CRF embeddings 49 21 30 49 21 30

Target 1017 3 CRF all + emotion 50 3 6 50 3 6

Table 4: Results in % for the baseline experiments. F1 for cause with CRF and biLSTM-CRF and for
target with biLSTM-CRF is zero and therefore not shown here. The column Exp refers to the experimental
settings described in Section 6.1.

some annotations overlap (e. g., experiencers can also be targets/causes). The CRF uses part-of-speech
tags (detected with spaCy3 (Honnibal, 2013)), the head of the dependency, if it is capitalized, and offset
conjunction with the features of previous and succeeding words as features. For the emotion category, we
use the presence in the NRC dictionary in addition and, for experiencer, the presence in a list of English
pronouns. We train for 500 iterations with L-BFGS (Liu and Nocedal, 1989) and L1 regularization.

The biLSTM-CRF model uses a concatenated output of two biLSTM models (one trained on word
embeddings with dimension 300, and one trained on character embeddings from the corpus with dimension
100) as an input to a CRF layer. The word embeddings that we use as input are pre-trained on Wikipedia4

using fastText. We use Adam as activation function, a dropout value of 0.5, and train the model for 100
epochs with early stopping if no improvement is observed after ten consecutive epochs.

Experiment 3: Potential for joint modelling of emotion and role prediction The goal of this exper-
iment is to understand if joint modelling of relations has the chance to contribute over learning each
relation separately. To that end, we analyze the potential interactions between predictions with gold
labels of all other predictions. Specifically, when training our models, we provide the classifier with the
information which sequence of tokens is an experiencer (in the case of emotion phrase prediction) and
which sequence of tokens is an emotion (in case of experiencer, cause, and target detection).

6.2 Results and Discussion

The results of all the experiments are summarized in Table 4. We evaluate our models in the same way we
use F1 for inter-annotator agreement: Firstly, by accepting a TP if it is exactly found (exact) and secondly,
if at least one token is overlapping with the annotation (fuzzy).

Experiment 1 Emotion classification with dictionaries and bag of words show mediocre performance.
The recall with the dictionary classification is comparably high (F1 = 83), which is due to the fact that
texts were sampled using these dictionaries. However, as we said earlier, annotators are free to label any
words and phrases as emotion-bearing, hence low precision and F1 score. The MLP with BOW features
does not perform better but shows increased precision at the cost of lower recall. A possible reason is that
each triple may contain only one word that expresses the emotion with the rest of the words being neutral.

Experiment 2 As results of this experiment show, the recall is low for all categories. A presumable
reason is, as discussed in Section 5, that substantial number of emotion annotations are words or phrases
that are not found in the NRC dictionary. On average, only 46% of emotion annotations are single tokens

3https://spacy.io/
4As available at https://github.com/facebookresearch/fastText (Bojanowski et al., 2017)
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● The corpus is annotated with relations, but the relations are
not modelled at all.
● This is different in this fan-fiction corpus:

Kim, E. and Klinger, R. (2019). Frowning Frodo, Wincing Leia, and a Seriously Great Friendship: Learning to
Classify Emotional Relationships of Fictional Characters. NAACL
https://www.aclweb.org/anthology/N19-1067

● Setting: Given two entities, decide which emotion is
between them.
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Hermione looked at Draco curiously. . .
Character Character

Anticipation

(1)

As Rick deliberated, Daryl finally lost patience.
Character Character

Anger

(2)
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Bostan, L, Kim, E., and Klinger, R. (2020). GoodNewsEveryone: A Corpus of News Headlines Annotated with
Emotions, Semantic Roles, and Reader Perception. LREC
https://www.aclweb.org/anthology/2020.lrec-1.194/
http://www.ims.uni-stuttgart.de/data/goodnewseveryone

● Motivation: Develop large corpus via crowdsourcing
● Domain/Data:
News headlines from a wide political spectrum
● Labels/Structure: Span-based experiencer, target, stimulus;
emotions in text and of reader
● Annotation Procedure: Multistep crowdsourcing annotation
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Headline: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

p
h
as
e
1

Emotion: Anger, Anger, Disgust
Reader Perception: Yes, No, Yes

p
h
as
e
2

Emotion: Anger, Anger, Disgust
Intensity: Medium, High, High

Other emotions: None, None, None
Reader emotions: Annoyance, Negative Surprise, No Emotion

Experiencer: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

Cue: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

Cause: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

Target: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

ag
g
re
g
at
ed

Emotion: Anger
Intensity: High

Other emotions: None
Reader perception: Yes

Reader emotions: Annoyance, Negative Surprise, No Emotion

A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve .

Cue

Target

Cause

Experiencer

1

Figure 1: Example of an annotated headline from our dataset. Each color represents an annotator.

that we present the first resource of news headlines anno-
tated for emotions, cues, intensities, experiencers, causes,
targets, and reader emotion, (2), design a two-phase anno-
tation procedure for emotion structures via crowdsourcing,
and, (3), provide results of a baseline model to predict such
roles in a sequence labeling setting. We provide our anno-
tation guidelines and annotations at http://www.ims.
uni-stuttgart.de/data/goodnewseveryone.

2. Related Work

Our annotation and modelling project is inspired by emotion
classification and intensity prediction as well as role labeling
and resources which were prepared for these tasks. We
therefore look into each of these subtasks and explain how
they are related to our new corpus.

2.1. Emotion Classification

Emotion classification deals with mapping words, sentences,
or documents to a set of emotions following psychological
models such as those proposed by Ekman (1992) (anger,

disgust, fear, joy, sadness, and surprise) or Plutchik (2001);
or continuous values of valence, arousal and dominance

(Russell, 1980).
Datasets for those tasks can be created in different ways.
One way to create annotated datasets is via expert annota-

tion (Aman and Szpakowicz, 2007; Strapparava and Mihal-
cea, 2007; Ghazi et al., 2015; Schuff et al., 2017; Buechel

and Hahn, 2017c). A special case of this procedure has been
proposed by the creators of the ISEAR dataset who make
use of self-reporting instead, where subjects are asked to de-
scribe situations associated with a specific emotion (Scherer
and Wallbott, 1994).

Crowdsourcing is another popular way to acquire human
judgments (Mohammad, 2012; Mohammad et al., 2014;
Mohammad et al., 2014; Abdul-Mageed and Ungar, 2017;
Mohammad et al., 2018), for instance on Amazon Mechani-
cal Turk or Figure Eight (previously known as Crowdflower).
Troiano et al. (2019) recently published a data set which
combines the idea of requesting self-reports (by experts in
a lab setting) with the idea of using crowdsourcing. They
extend their data to German reports (next to English) and
validate each instance, again, via crowdsourcing.

Lastly, social network platforms play a central role in data
acquisition with distant supervision, because they provide
a cheap way to obtain large amounts of noisy data (Mo-
hammad, 2012; Mohammad et al., 2014; Mohammad and
Kiritchenko, 2015; Liu et al., 2017).

We show an overview of available resources in Table 1.
Further, more details on previous work can for instance be
found in Bostan and Klinger (2018).
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Question Type Variable Codes

Ph
as

e
1 1. Which emotion is most dominant in the given headline? closed, single Emotion Emotions + None

2. Do you think the headline would stir up an emotion in readers? closed, single Emotion Yes, No

Ph
as

e
2

1. Which emotion is most dominant in the given headline? closed, single Emotion Emotions
2. How intensely is the emotion expressed? closed, single Intensity Low, Med., High
3. Which words helped you in identifying the emotion? open Cue String
4. Is the experiencer of the emotion mentioned? close Experiencer Yes, No
5. Who is the experiencer of the emotion? open Experiencer String
6. Who or what is the emotion directed at? open Target String
7. Select the words that explain what happened

that caused the expressed emotion.
open Cause String

8. Which other emotions are expressed in the given headline? closed, multiple Other Emotions Emotions
9. Which emotion(s) did you feel while reading this headline? closed, multiple Reader Emotions Emotions

Table 3: Questionnaires for the two annotation phases. Emotions are Anger, Annoyance, Disgust, Fear, Guilt, Joy, Love,
Pessimism, Neg. Surprise, Optimism, Negative Surprise, Optimism, Positive Surprise, Pride, Sadness, Shame, and Trust.

from each source). We further subsample according to a
set of different strategies. From each strategy, we use the
same number of headlines. These are: 1) randomly select
headlines, 2) select headlines with high count of emotion
terms, 3) select headlines that contain named entities, and
4) select the headlines with high impact on social media.
Random Sampling. The goal of the first sampling method
is to collect a random sample of headlines that is representa-
tive and not biased towards any source or content type. Note
that the sample produced using this strategy might not be as
rich with emotional content as the other samples.
Sampling via NRC. For the second sampling strategy, we
hypothesize that headlines containing emotionally charged
words are also likely to contain the structures we aim to
annotate. This strategy selects headlines whose words are in
the NRC dictionary (Mohammad and Turney, 2013).
Sampling Entities. We further hypothesize that headlines
that mention named entities may also contain experiencers or
targets of emotions, and therefore, they are likely to present
a complete emotion structure. This sampling method yields
headlines that contain at least one entity name, according
to the recognition from spaCy that is trained on OntoNotes
5 and Wikipedia corpus.5 We consider organization names,
persons, nationalities, religious, political groups, buildings,
countries, and other locations.
Sampling based on Reddit & Twitter. The last sampling
strategy involves Twitter and Reddit metadata. This enables
us to select and sample headlines based on their impact on
social media (under the assumption that this correlates with
the emotional connotation of the headline). This strategy
chooses them equally from the most favorited tweets, most
retweeted headlines on Twitter, most replied to tweets on
Twitter, as well as most upvoted and most commented on
posts on Reddit.

Table 2 on the previous page shows how many headlines are
selected by each sampling method in relation to the most
dominant emotion, which is the first of our annotation steps
described in Section 3.4.1.

5https://spacy.io/api/annotation, last accessed
27 Nov 2019

3.4. Annotation Procedure

Using these sampling and filtering methods, we select 9,932
headlines. Next, we set up two questionnaires (see Table 3)
for the two annotation phases that we describe below. We
use Figure Eight6.

3.4.1. Phase 1: Selecting Emotional Headlines

The first questionnaire is meant to determine the dominant
emotion of a headline if that exists, and whether the headline
triggers an emotion in a reader. We hypothesize that these
two questions help us to retain only relevant headlines for
the next, more expensive, annotation phase.
During this phase, 9,932 headlines were annotated each
by three annotators. The first question of the first phase
(P1Q1) is: “Which emotion is most dominant in the given
headline?” and annotators are provided a closed list of 15
emotion categories to which the category No emotion was
added. The second question (P1Q2) aims to answer whether
a given headline would stir up an emotion in most readers.
The annotators could choose one from only two possible
answers (yes or no, see Table 3 and Figure 1 for details).
Our set of 15 emotion categories is an extended set over
Plutchik’s emotion classes and comprises anger, annoyance,
disgust, fear, guilt, joy, love, pessimism, negative surprise,
optimism, positive surprise, pride, sadness, shame, and trust.
Such a diverse set of emotion labels is meant to provide a
more fine-grained analysis and equip the annotators with a
wider range of answer choices.

3.4.2. Phase 2: Emotion and Role Annotation

The annotations collected during the first phase are auto-
matically ranked, and the ranking is used to decide which
headlines are further annotated in the second phase. Rank-
ing consists of sorting by agreement on P1Q1, considering
P1Q2 in the case of ties.
The top 5,000 ranked headlines are annotated by five an-
notators for emotion class, intensity, reader emotion, and
other emotions in case there is not only one emotion. Along
with these closed annotation tasks, the annotators are asked
to answer several open questions, namely (1) who is the

6https://figure-eight.com, last accessed 27 Nov
2019

University of Stuttgart Roman Klinger Jan 10, 2023 34 / 56



. .. .
Recap

. .. .. .. .. .. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Resources/Methods

. .. .. .. .. .. .
Evaluation

. .. .. .. .. .. .. .
Tokens vs. Clauses

. .. .
Ass.4

Good News Everyone – Results

1561

Dominant Emotion Anno.

Role A
ng

er

A
nn

oy
an

ce

D
is

gu
st

Fe
ar

G
ui

lt

Jo
y

Lo
ve

Pe
ss

im
is

m

N
eg

.S
ur

pr
is

e

O
pt

im
is

m

Po
s.

Su
rp

ris
e

Pr
id

e

Sa
dn

es
s

Sh
am

e

Tr
us

t

Total M
ea

n
To

k.

St
d.

D
ev

To
k.

Experiencer 371 214 292 294 144 176 39 231 628 212 391 52 238 89 95 3466 1.96 1.00
Cue 454 342 371 410 175 256 62 315 873 307 569 60 383 117 120 4814 1.45 1.10
Cause 449 341 375 408 171 260 58 315 871 310 562 65 376 118 119 4798 7.21 3.81
Target 428 319 356 383 164 227 54 297 805 289 529 60 338 111 117 4477 4.67 3.56

Overall 1702 1216 1394 1495 654 919 213 1158 3177 1118 2051 237 1335 435 451 17555 3.94 3.64

Table 9: Corpus statistics for role annotations. Columns indicate how frequent the respective emotions are in relation to the
annotated role and annotation length.

spans (see Table 9). This finding is consistent with Kim
and Klinger (2018). Presumably, Experiencers are easier to
annotate as they often are noun phrases whereas causes can
be convoluted relative clauses.

4.2. General Corpus Statistics

In the following, we report numbers of the adjudicated data
set for simplicity of discussion. Please note that we publish
all annotations by all annotators and suggest that computa-
tional models should consider the distribution of annotations
instead of one adjudicated gold. The latter would be a sim-
plification which we consider to not be appropriate.
GoodNewsEveryone contains 5,000 headlines from various
news sources. Overall, the corpus is composed of 56,612
words (354,173 characters), out of which 17,513 are unique.
The headline length is short, with 11 words on average.
The shortest headline contains six words, while the longest
headline contains 32 words. The length of a headline in
characters ranges from 24 the shortest to 199 the longest.
Table 9 presents the total number of adjudicated annotations
for each role in relation to the dominant emotion. Good-

NewsEveryone consists of 5,000 headlines, 3,312 of which
have an annotated dominant emotion via majority vote. The
rest of the 1,688 headlines (up to 5,000) ended in ties for
the most dominant emotion category and were adjudicated
manually. The emotion category Negative Surprise has the
highest number of annotations, while Love has the lowest
number of annotations. In most cases, Cues are single to-
kens (e. g., “infuriates”, “slams”), Causes have the largest
proportion of annotations that span more than seven tokens
on average (65% out of all annotations in this category).
For the role of Experiencer, we see the lowest number of
annotations (19%), which is a very different result to the
one presented by Kim and Klinger (2018), where the role
Experiencer was the most annotated. We hypothesize that
this is the effect of the domain we annotated; it is more likely
to encounter explicit experiencers in literature (as literary
characters) than in news headlines. As we can see, the Cue

and the Cause relations dominate the dataset (27% each),
followed by Target (25%) relations.
Table 9 also shows how many times each emotion triggered a
certain relation. In this sense, Negative Surprise and Positive

Surprise has triggered the most Experiencer, and Cause

and Target relations, which due to the prevalence of the
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Figure 2: Distances between emotion cues and the other
relations: cause, experiencer, and target.

annotations for this emotion in the dataset.
Further, Figure 2, shows the distances of the different roles
from the cue. The causes and targets are predominantly
realized right of the cue, while the experiencer occurs more
often left of the cue.

4.3. Emotions across News Sources

Table 10 shows the top three media sources for each emotion
that has been annotated to be the dominating one and the
respective sources for the reader’s emotion.
Unsurprisingly for the positive emotions, Joy, Love, Positive

Surprise, and Pride there is one common source, namely
Positive.News. For strong negative emotions such as Anger

and Disgust the top three across the different emotions vary.
Though the annotated data for each of the sources is compa-
rably limited, there are a set of interesting findings. Infowars,
which the Media Bias Chart categorizes as most right wing
and least reliable is found in the list of most frequently being
associated with Fear in the reader. Breitbart is found to be
associated with Negative Surprise in the reader. However,
both these sources are not in the list of the text-level emotion
annotation. Surprisingly, BBC and LA Times are in the list
of the most associated with fear on the text-level, despite of
both sources being relatively neutral and moderately factual.
Further, it is noteworthy that Reuters, ABC News, as being
categorized as maximally reliable, are not in the top emotion
list at all.
This analysis regarding emotions and media sources is also
interesting the other way round, namely to check which1561
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Cue 454 342 371 410 175 256 62 315 873 307 569 60 383 117 120 4814 1.45 1.10
Cause 449 341 375 408 171 260 58 315 871 310 562 65 376 118 119 4798 7.21 3.81
Target 428 319 356 383 164 227 54 297 805 289 529 60 338 111 117 4477 4.67 3.56

Overall 1702 1216 1394 1495 654 919 213 1158 3177 1118 2051 237 1335 435 451 17555 3.94 3.64

Table 9: Corpus statistics for role annotations. Columns indicate how frequent the respective emotions are in relation to the
annotated role and annotation length.

spans (see Table 9). This finding is consistent with Kim
and Klinger (2018). Presumably, Experiencers are easier to
annotate as they often are noun phrases whereas causes can
be convoluted relative clauses.

4.2. General Corpus Statistics

In the following, we report numbers of the adjudicated data
set for simplicity of discussion. Please note that we publish
all annotations by all annotators and suggest that computa-
tional models should consider the distribution of annotations
instead of one adjudicated gold. The latter would be a sim-
plification which we consider to not be appropriate.
GoodNewsEveryone contains 5,000 headlines from various
news sources. Overall, the corpus is composed of 56,612
words (354,173 characters), out of which 17,513 are unique.
The headline length is short, with 11 words on average.
The shortest headline contains six words, while the longest
headline contains 32 words. The length of a headline in
characters ranges from 24 the shortest to 199 the longest.
Table 9 presents the total number of adjudicated annotations
for each role in relation to the dominant emotion. Good-

NewsEveryone consists of 5,000 headlines, 3,312 of which
have an annotated dominant emotion via majority vote. The
rest of the 1,688 headlines (up to 5,000) ended in ties for
the most dominant emotion category and were adjudicated
manually. The emotion category Negative Surprise has the
highest number of annotations, while Love has the lowest
number of annotations. In most cases, Cues are single to-
kens (e. g., “infuriates”, “slams”), Causes have the largest
proportion of annotations that span more than seven tokens
on average (65% out of all annotations in this category).
For the role of Experiencer, we see the lowest number of
annotations (19%), which is a very different result to the
one presented by Kim and Klinger (2018), where the role
Experiencer was the most annotated. We hypothesize that
this is the effect of the domain we annotated; it is more likely
to encounter explicit experiencers in literature (as literary
characters) than in news headlines. As we can see, the Cue

and the Cause relations dominate the dataset (27% each),
followed by Target (25%) relations.
Table 9 also shows how many times each emotion triggered a
certain relation. In this sense, Negative Surprise and Positive

Surprise has triggered the most Experiencer, and Cause

and Target relations, which due to the prevalence of the
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Figure 2: Distances between emotion cues and the other
relations: cause, experiencer, and target.

annotations for this emotion in the dataset.
Further, Figure 2, shows the distances of the different roles
from the cue. The causes and targets are predominantly
realized right of the cue, while the experiencer occurs more
often left of the cue.

4.3. Emotions across News Sources

Table 10 shows the top three media sources for each emotion
that has been annotated to be the dominating one and the
respective sources for the reader’s emotion.
Unsurprisingly for the positive emotions, Joy, Love, Positive

Surprise, and Pride there is one common source, namely
Positive.News. For strong negative emotions such as Anger

and Disgust the top three across the different emotions vary.
Though the annotated data for each of the sources is compa-
rably limited, there are a set of interesting findings. Infowars,
which the Media Bias Chart categorizes as most right wing
and least reliable is found in the list of most frequently being
associated with Fear in the reader. Breitbart is found to be
associated with Negative Surprise in the reader. However,
both these sources are not in the list of the text-level emotion
annotation. Surprisingly, BBC and LA Times are in the list
of the most associated with fear on the text-level, despite of
both sources being relatively neutral and moderately factual.
Further, it is noteworthy that Reuters, ABC News, as being
categorized as maximally reliable, are not in the top emotion
list at all.
This analysis regarding emotions and media sources is also
interesting the other way round, namely to check which
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Good News Everyone – Examples

● Cops in One Village Have Been Convicted of 70 Crimes.
Here’s What They Had to Say About It
● DIY penis enlargements are a ’nationwide problem’ in Papua
New Guinea
● Dam breaking: New Epstein accuser comes forward
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Good News Everyone – Modelling

Baseline Results with BiLSTM-CRF

1562

Emotion Dominant Emotion Reader Emotions

Anger The Blaze, The Daily Wire, BuzzFeed The Gateway Pundit, The Daily Mail, Talking Points Memo
Annoyance Vice, NewsBusters, AlterNet Vice, The Week, Business Insider
Disgust BuzzFeed, The Hill, NewsBusters Mother Jones, The Blaze, Daily Caller
Fear The Daily Mail, Los Angeles Times, BBC Palmer Report, CNN, InfoWars
Guilt Fox News, The Daily Mail, Vice The Washington Times, Reason, National Review
Joy Time, Positive.News, BBC Positive.News, ThinkProgress, AlterNet
Love Positive.News, The New Yorker, BBC Positive.News, AlterNet, Twitchy
Pessimism MotherJones, Intercept, Financial Times The Guardian, Truthout, The Washinghton Post
Neg. Surprise The Daily Mail, MarketWatch, Vice The Daily Mail, BBC, Breitbart
Optimism Bussines Insider, The Week, The Fiscal Times MarketWatch, Positive.News, The New Republic
Pos. Surprise Positive.News, BBC, MarketWatch Positive.News, The Washington Post, MotherJones
Pride Positive.News, The Guardian, The New Yorker Daily Kos, NBC, The Guardian
Sadness The Daily Mail, CNN, Daily Caller The Daily Mail, CNN, The Washington Post
Shame The Daily Mail, The Guardian, The Daily Wire Mother Jones, National Review, Fox News
Trust The Daily Signal, Fox News, Mother Jones Economist, The Los Angeles Times, The Hill

Table 10: Top three media sources in relation to the main emotion in the text and the reader’s emotion.

emotions are dominating which source. From all sources we
have in our corpus, nearly all of them have their headlines
predominantly annotated with surprise, either negative or
positive. That could be expected, given that news headlines
often communicate something that has not been known.
Exceptions are Buzzfeed and The Hill, which are dominated
by disgust, CNN, Fox News, Washington Post, The Advocate,
all dominated by Sadness, and Economist, Financial Times,
MotherJones, all dominated either by Positive or Negative

Anticipation. Only Time has most headlines annotated as
Joy.
Note that this analysis does not say a lot about what the
media sources publish – it might also reflect on our sampling
strategy and point out what is discussed in social media or
which headlines contain emotion words from a dictionary.

5. Baseline

As an estimate for the difficulty of the task, we provide base-
line results. We focus on the segmentation tasks as these
form the main novel contribution of our data set. Therefore,
we formulate the task as sequence labeling of emotion cues,
mentions of experiencers, targets, and causes with a bidirec-
tional long short-term memory networks with a CRF layer
(biLSTM-CRF) that uses ELMo embeddings (Peters et al.,
2018) as input and an IOB alphabet as output.
The results are shown in Table 11. We observe that the
results for the detection of experiencers performs best, with
.48F1, followed by the detection of causes with .37F1. The
recognition of causes and targets is more challenging, with
.14F1 and .09F1. Given that these elements consist of longer
spans, this is not too surprising. These results are in line
with the findings by Kim and Klinger (2018), who report an
acceptable result of .3F1 for experiencers and a low .06F1 for
targets. They were not able achieve any correct segmentation
prediction for causes, in contrast to our experiment.

6. Conclusion and Future Work

We introduce GoodNewsEveryone, a corpus of 5,000 head-
lines annotated for emotion categories, semantic roles,
and reader perspective. Such a dataset enables answering
instance-based questions, such as, “who is experiencing

Category P R F1

Experiencer 0.44 0.53 0.48
Cue 0.39 0.35 0.37
Cause 0.19 0.11 0.14
Target 0.10 0.08 0.09

Table 11: Results for the baseline experiments.

what emotion and why?” or more general questions, like
“what are typical causes of joy in media?”. To annotate
the headlines, we employ a two-phase procedure and use
crowdsourcing. To obtain a gold dataset, we aggregate the
annotations through automatic heuristics.
As the evaluation of the inter-annotator agreement and the
baseline model results show, the task of annotating structures
encompassing emotions with the corresponding roles is a
difficult one. We also note that developing such a resource
via crowdsourcing has its limitations, due to the subjective
nature of emotions, it is very challenging to come up with an
annotation methodology that would ensure less dissenting
annotations for the domain of headlines.
We release the raw dataset including all annotations by all
annotators, the aggregated gold dataset, and the question-
naires. The released dataset will be useful for social science
scholars, since it contains valuable information about the in-
teractions of emotions in news headlines, and gives exciting
insights into the language of emotion expression in media.
Finally, we would like to note that this dataset is also useful
to test structured prediction models in general.
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Emotion Cause Analysis (ECA) and
Emotion-Cause Pair Analysis

Gao, Q., Hu, J. Xu, J, Lin, G, He, Y., Lu, Q., and Wong, K.-F. 2017. Overview of NTCIR-13 ECA task. NTCIR
http://research.nii.ac.jp/ntcir/workshop/OnlineProceedings13/pdf/ntcir/01-NTCIR13-OV-ECA-GaoQ.pdf
Xia, Ding (2019) Emotion-Cause Pair Extraction: A New Task to Emotion Analysis in Texts. ACL
https://www.aclweb.org/anthology/P19-1096/
https://github.com/NUSTM/ECPE/raw/master/data_combine/all_data_pair.txt

● Motivation:
Stimulus (cause) detection as clause classification
● Domain/Data: Chinese Mandarin News
● Labels/Structure:
Annotation of clauses for emotions and cause
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ECPE and ECA
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Figure 1: An example showing the difference between the ECE task and the ECPE task.

emotion annotation “happy”.
To address this new ECPE task, we propose a

two-step framework. Step 1 converts the emotion-
cause pair extraction task to two individual sub-
tasks (emotion extraction and cause extraction re-
spectively) via two kinds of multi-task learning
networks, with the goal to extract a set of emotion
clauses and a set of cause clauses. Step 2 performs
emotion-cause pairing and filtering. We combine
all the elements of the two sets into pairs and fi-
nally train a filter to eliminate the pairs that do not
contain a causal relationship.

We evaluated our approach based on a bench-
mark emotion cause dataset (Gui et al., 2016a)
without using emotion annotations on the test da-
ta. We finally achieve the F1 score of 61.28% in
emotion-cause pair extraction. The experimental
results prove the feasibility of the ECPE task and
the effectiveness of our approach.

In addition to the emotion-cause pair extraction
evaluation, we also evaluate the performance on t-
wo individual tasks (emotion extraction and cause
extraction). Without relying on the emotion anno-
tations on the test set, our approach achieves com-
parable cause extraction performance to tradition-
al ECE methods (slightly lower than the state-of-
the-art). In comparison with the traditional ECE
methods that removes the emotion annotation de-
pendence, our approach shows great advantages.

The main contributions of this work can be sum-
marized as follows:

• We propose a new task: emotion-cause pair
extraction (ECPE). It solves the shortcomings
of the traditional ECE task that depends on
the annotation of emotion before extracting
cause, and allows emotion cause analysis to
be applied to real-world scenarios.

• We propose a two-step framework to address
the ECPE task, which first performs individ-
ual emotion extraction and cause extraction
and then conduct emotion-cause pairing and
filtering.

• Based on a benchmark ECE corpus, we con-
struct a corpus suitable for the ECPE task.
The experimental results prove the feasibility
of the ECPE task as well as the effectiveness
of our approach.

2 Related Work

Lee et al. (2010) first presented the task of emo-
tion cause extraction (ECE) and defined this task
as extracting the word-level causes that lead to the
given emotions in text. They constructed a small-
scale Chinese emotion cause corpus in which the
spans of both emotion and cause were annotated.
Based on the same task settings, there were some
other individual studies that conducted ECE re-
search on their own corpus using rule based meth-
ods (Neviarouskaya and Aono, 2013; Li and Xu,
2014; Gao et al., 2015a,b; Yada et al., 2017) or ma-
chine learning methods (Ghazi et al., 2015; Song
and Meng, 2015).

Chen et al. (2010) suggested that a clause may
be the most appropriate unit to detect causes
based on the analysis of the corpus in (Lee et al.,
2010), and transformed the task from word-level
to clause-level. They proposed a multi-label ap-
proach that detects multi-clause causes and cap-
tures the long-distance information. There were a
lot of work based on this task setting. Russo et al.
(2011) introduced a method based on the linguis-
tic patterns and common sense knowledge for the
identification of Italian sentences which contain a
cause phrase. Gui et al. (2014) used 25 manual-
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ECPE – Instance Example
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ECPE – Modelling

● Attracted a lot of attention
● Often two steps:

● (1) detect emotion (clauses) and cause clauses separately
● (2) pair emotion and cause

● Example for one approach which does end-to-end
modelling:
Wei, Zhao, Mao. 2020. Effective Inter-Clause Modeling for End-to-End Emotion-Cause Pair Extraction. ACL.

● Also annotated English corpus, but did not publish results
(see later today).
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Linguistically Informed Approaches

● All of the above focused on statistical modelling
● There are also valuable methods that focus on rules!
● Lee et al, 2010: A Text-driven Rule-based System for
Emotion Cause Detection.
https://www.aclweb.org/anthology/W10-0206.pdf
● Lee et al, 2010: Emotion Cause Events: Corpus Construction
and Analysis http://www.lrec-conf.org/proceedings/
lrec2010/pdf/322_Paper.pdf
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Evaluation of Spans

● Problem: Prediction might be nearly correct.
● Gold: He is angry because the car did not start
● Prediction: He is angry because the car did not start

● How can we evaluate this?
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Evaluation of Spans (2)

What makes a true positive?
● As in NER, one option are exact matches (1 TP):

Prediction

Gold

● In tasks with longer spans (quotation detection, subjective
language detection), partial matches could additionally be
evaluated (2 TP, not 3!):

Prediction

Gold

● An alternative could be to only accept left-exact or
right-exact matches to learn more about the task structure:

Prediction

Gold
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Evaluation of Spans (3)

● What about IOB-classification decisions?
● Not too helpful. What is the difference between I and B?

● Ok, what about mapping I/B (IO classification decisions)
● Technically ok, but I find that hard to interpret/to learn
something from such numbers.

● A TP in this task is not a token, it is a span.
● Longer spans should have more impact on the result than
shorter ones.

● Any other alternatives?
● Yes, that is an active research area.
(see e.g. http://ceur-ws.org/Vol-2276/paper2.pdf)
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Evaluation of Graphs

How many TP for spans? How many for relations?

Gold Prediction

Gold Prediction

⇒ Error propagation during evaluation.
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Evaluation of Graphs
Gold Prediction Gold Prediction

● Error propagation during evaluation.
● Not a big deal when relation classifier is independent of
span detector (evaluate span prediction, evaluate relation
detection on gold spans, evaluate relation detection with
predicted spans)
● Challenging in end-to-end models
● Common: Evaluate span prediction and relation detection
separately,
accept relation also when span is not correctly found
● See some discussion in Kim et al 2009: Overview of
BioNLP’09 Shared Task on Event Extraction
(https://www.aclweb.org/anthology/W09-1401.pdf)
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Evaluation of Classification Decisions

● Easy, we can check for TP, FP (and FN), and calculate
precision, recall, and F1.

University of Stuttgart Roman Klinger Jan 10, 2023 48 / 56



1 Recap

2 Motivation

3 Resources and Methods

4 Evaluation

5 Tokens vs. Clauses

6 Assignment 4

Outline



. .. .
Recap

. .. .. .. .. .. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Resources/Methods

. .. .. .. .. .. .
Evaluation

. .. .. .. .. .. .. .
Tokens vs. Clauses

. .. .
Ass.4

Token Sequence Labeling or
Clause Classification

● What follows is an excerpt from the slides by Laura
Oberländer on our paper: Token Sequence Labeling vs.
Clause Classification for English Emotion Stimulus Detection
https://www.aclweb.org/anthology/2020.starsem-1.7/
● Talk is/might be available in the future at

https://underline.io/events/54/sessions/1443/lecture/

6416-emotion-stimulus-detection-in-english----token-sequence-labeling-vs.

-clause-classification
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Emotion Stimulus Detection Formulations

1. Clause-based Classification:
No Stimulus Clause Stimulus Clause

[ People do a happy dance ] [ to celebrate Biden’s win ]

2. Token Sequence Labeling:
O O O O O O O B I I

People do a happy dance to celebrate Biden ’s win
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Integrated framework for different task
formulations for Emotion Stimulus

t

Stim.
MapDet.

(t, l)i

(c, y)j
(t, l)i

(c, y)j

Comparable
Output

Clause

Detection

CC

SL T!C

C!T
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Stimulus Detection

softmax

attention

LSTM

embedding

y1, . . . , yn

t1, . . . , tn

yi ∈ {I,O,B}

softmax

attention

LSTM

embedding

Clause 1: [t1, . . . , tn]

Stimulus
No Stimulus

softmax

attention

LSTM

embedding

Clause 1: [t1, . . . , tn]
Clause 2: [tn+1, . . . , tm]

word encoder

LSTM
clause encoder

SL ICC JCC

Clause 2: Stimulus
Clause 1: No Stimulus
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Mapping between Task Formulations

Token Sequence Labeling → Clause Classification

1 Extract clauses
2 Project the token annotations

O O O O O O O B I I
[People do a happy dance ] [to celebrate Biden ’s win ]

No Stim. Stim.

Clause Classification → Token Sequence Labeling

No Stimulus Stimulus
[ People do a happy dance ] [ to celebrate Biden’s win ]

all O BII…
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Which of the modeling approaches performs
best on English data?
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Assignment 4

In Assignment 4 (hands on roles and stimuli) you can choose
between two tasks:

Corpus Creation

● Similar to assignment 1:
choose a domain of your
choice

● Develop annotation procedure,
choose annotation
environment

● Annotate with two (or more)
annotators, and evaluate
annotation quality and discuss

Stimulus Detection
● Similar to assignment 2: Use
one of the corpora that we
discussed today

● Access corpora on Ilias (or via

http://www.ims.uni-stuttgart.de/data/

emotion-classification-roles, future work)

● Implement one simple and one
advanced method and
compare results.

⇒ Details in the assignment paper
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Take Away

● The tasks of role labeling and stimulus detection
● Annotated resources
● Computational modelling and evaluation
● Assignment 4
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