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The need for corpora

Good-quality corpora rely on:
● Representative data
● Good annotation guidelines
● Representative and consistent annotations

Challenges:
● Writing unambiguous guidelines
● Crowdsourcing vs. expert annotations
● Emotion interpretations can vary
● Task is just difficult
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Take Away

● Dictionaries as a representation of
lexical semantics of emotions
● Computational access to emotions in text
● Downstream Applications of Dictionaries
for Emotion Analysis
● Creation Process of Emotion Dictionaries
● Existing Resources
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Organization: Videos

● I asked via mail if you would still like to have the videos,
given that nearly nobody watches them.
● I received replies by ≈5 people that they use or will use the
videos, therefore I will continue to put them online.
● Thanks for the feedback!
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Organization: Assignment 1

● Question I received via mail: Is it ok if only part of the group
participates in the presentation of a solution?
● Yes, you need to organize responsibilities in your group.
● Part of the presentation, however, might be an interactive
discussion/answering questions from the audience. For that
part, I cannot grade the contribution of somebody who is
not present. Based on this aspect, the grades of different
group members could differ in the end.
● Any further/other questions regarding Assignment 1?
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Organization: Exam

● We will write the exam in the last session of the lecture:
Februar 7, 2022, 17:30h
● Place: PWR5b, 5.01/2 or V47.03. Depending on numbers of
people registered, we will move to another lecture hall
(which you can currently already see on Campus, but we
might stay in 5.01/2. We will know one or two weeks before
the exam.)

University of Stuttgart Roman Klinger Nov 15, 2022 7 / 61



1 Motivation

2 Applications

3 Affective Lexical Resources

4 Existing Dictionaries

Outline



. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Applications

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Affective Lexical Resources

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Existing Dictionaries

Motivation

● Let us assume we have an automatic method:
text in, emotion label out
● What can we do with this method?
What would be applications?
● What could be challenges to develop this method?
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Applications of
automatic emotion recognition methods

● Information Retrieval
● searching for emotional scenes in theatre plays/novels
● grouping documents based on emotion
● finding named entities close to emotion expressions

● Classification
● emotion towards politicians, products, countries, ideas
● emotions related to medical conditions
● emotions in literature (emotion arcs)

● Understanding emotions
● Which events cause which emotions?
● Intercultural differences?
● …
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Challenges for an
automatic emotion analysis method

Will the method …
● …capture every kind of emotion expression?
(description of joyful event vs. explicit report of feeling)?
● …work comparably across different groups?
(age groups or cultures)
● …work comparably on every domain?
(social media vs. literature from 17th century)

Agenda:
● Dictionaries (today)
● Rules (later)
● Machine learning-based classification (later)
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Literary Studies: Reagan et al., 2016

Reagan et al., 2016.
The emotional arcs of stories are dominated by six basic shapes.
https://doi.org/10.1140/epjds/s13688-016-0093-1
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Literary Studies: Kim et al., 2017
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Kim et al., 2017.
Investigating the Relationship between Literary Genres and Emotional Plot
Development. https://www.aclweb.org/anthology/W17-2203/
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Literary Studies: Kim et al., 2017

BOW EMOLEX

Adv. Humor Mystery Romance SciFi Adv. Humor Mystery Romance SciFi

tarzan ses coroner gerard planet hermit wot murderer sally projectile
damon iv kennedy molly solar hut wan jury mamma rocket
canoes sponge detective willoughby planets fort comrade attorney marry beam
blacks ay inspector fanny projectile lion rat robbery tenderness scientist
indians says detectives clara mars tribe bye police loving blast

ned wot trent maggie rocket spear beer crime charity bomb
savages wan scotland eleanor rip jungle idiot criminal love emergency
spain mole murderer cynthia jason swim jest murder marriage system
whale ha rick yo phone rifle school suicide passionate center
eric ma scotty jill globe don mule clue holiday pilot

Table 7: Top ten EMOLEX and BOW features by pointwise mutual information values with each genre.

Figure 3: Top EMOARC features for each genre ranked according to their PMI values.

The EMOLEX features consist of words related to
emotions (e.g., mamma, marry, loving). In mys-
tery, the most important BOW features express
typical protagonists of crime stories (e.g., coroner,
detective, inspector, Scotland). For EMOLEX, we
see similar results with a stronger focus on affect-
related roles (e.g., murderer, jury, attorney, robbery,
police, crime). In sum, we observe that the feature
sets pick up similar information, but from different
perspectives: the BOW set focusing more on the
objective (“what”) and the EMOLEX set more on
the subjective (“how”) level.

As a combination of the analysis in Section 4.2
with the PMI approach, Figure 3 visualizes the
EMOARC features as “peak” features that fire when
an emotion is maximal in one specific segment
(cf. Section 3). The results correspond well to
the prominent maxima of emotion arcs shown in

Figure 2. For the genre of adventure, e.g., trust and
anticipation peak at the beginning. Sadness, anger,
and fear peak towards the end, however, the very
end sees a kind of “resolution” with trust becoming
the dominating emotion again. At the same time,
anger and sadness seem to be dominating all genres
towards the end, and joy plays an important role in
the first half of the books for most genres.

5 Discussion and Conclusion

In this paper, we analyzed the relationship between
emotion information and genre categorization. We
considered three feature sets corresponding to three
levels of abstraction (lexical, lexical limited to
emotion-bearing words, emotion arc) and found
interesting results: classification based on emotion-
words performs on par with traditional genre fea-
ture sets that are based on rich, open-vocabulary

24

Kim et al., 2017.
Investigating the Relationship between Literary Genres and Emotional Plot
Development. https://www.aclweb.org/anthology/W17-2203/
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Literary Studies: Mohammad, 2011

Mohammad et al., 2011. From Once Upon a Time to Happily Ever After:
Tracking Emotions in Novels and Fairy Tales.
https://www.aclweb.org/anthology/W11-1514/
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Happiness in Art and Public: Dodds 2009

Dodds et al. 2009. Measuring the Happiness of Large-Scale Written
Expression: Songs, Blogs, and Presidents.
https://doi.org/10.1007/s10902-009-9150-9
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University of Stuttgart Roman Klinger Nov 15, 2022 18 / 61



. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Applications

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Affective Lexical Resources

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Existing Dictionaries

Happiness in Art and Public: Dodds 2009

University of Stuttgart Roman Klinger Nov 15, 2022 19 / 61



. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Applications

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Affective Lexical Resources

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Existing Dictionaries

Population study: Waterloo 2017

Waterloo et al. 1821

emotions was .85). For WhatsApp, only one component was extracted. However, when 
the extraction of two factors was enforced, a similar pattern emerged. The correlation 
between the two components for WhatsApp was relatively high (r = .69). Cronbach’s 
alpha was .95 for the perceived norms of negative emotions, and the correlation for the 
perceived norms of pride and joy was .87. Taking all perceived norms of negative emo-
tion expression for all social media platforms together revealed a Cronbach’s alpha of 
.94, which for positive emotion expression was .88.

To establish statistical differences between the means of perceived norms of emotion 
expression for each platform, repeated measures analyses with a linear mixed models 
approach were used. This approach accounts for the non-independence of residuals that 
are a result of the multiple observations for each participant. The data were transformed 
into long format in SPSS to allow for mixed modeling. The perceived norms were then, 
separately, included as dependent variables with platform (four levels) as the repeated 
factor. This approach is beneficial for analyzing data that includes missing data, since 
subjects with missing data points will not be removed from the analyses (e.g. Bagiella 
et al., 2000). In addition, the mixed models approach allows for fitting specific covari-
ance structures to the data. For the purpose of this study, compound symmetry was 
selected, which treats all variances as approximately equal and all covariances as approx-
imately equal (Bagiella et al., 2000). This structure is commonly used if there is no logi-
cal ordering to the observations, which applies to the current data. We further applied the 
Bonferroni adjustment within SPSS in comparing main effects to account for multiple 
testing (Westfall et al., 1997), with alpha levels adjusted to .008 (= .05/6) per test. All 
presented p-values are Bonferroni corrected.

Results

Descriptive statistics
The majority of the sample (N = 1201) indicated using WhatsApp (90.2%), followed by 
Facebook (88.3%), Instagram (54.5%), and Twitter (34.6%). As shown in Table 1, the dis-
tribution of gender and age was approximately equal across all four platforms. In total, 
participants indicated to use on average five platforms from the list of 21 social media 
platforms (M = 4.88, standard deviation [SD] = 2.23). This average was significantly higher 

Table 1. Main properties of covariates, sex, and age.

 N Perceived 
privacy,  
M (SD)

Privacy settings Sex Age category 
(years)

Custom Public Male Female 15–18 19–25

Facebook 1060 3.56 (1.78) 81.9% 18.1% 47.1% 52.9% 47.3% 52.7%
Twitter 416 3.38 (1.82) 53.1% 46.9% 53.8% 46.2% 47.8% 52.2%
Instagram 655 3.28 (1.66) 60.0% 40.0% 42.3% 57.7% 55.7% 44.3%
WhatsApp 1083 6.15 (1.40) 55.4% 44.6% 47.5% 52.5% 50% 50%

SD: standard deviation.

Waterloo et al 2017, Norms of online expressions of emotions: Comparing
Facebook, Twitter, Instagram, and WhatsApp
https://doi.org/10.1177/1461444817707349
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Population study: Waterloo 2017
1822 new media & society 20(5)

for females (M = 5.04, SD = 2.25) compared to males (M = 4.70, SD = 2.19), t(1199) = −2.66, 
p < .01. For age, this difference was not significant, t(1199) = 1.01, p = .272.

The significant correlations (see Table 2) with some of the perceived norms of emo-
tion expression across the four platforms show that privacy settings and perceived behav-
ioral privacy of platform context may be confounding factors. As individual privacy 
settings may influence the extent to which one perceives a platform context to be public 
or private, independent t-tests were conducted. These revealed that, except for WhatsApp 
(t(1000) = 1.89, p = .059), privacy settings lead to differences in the perceived behavioral 
privacy of the platform context. That is, users with custom settings rated Facebook as 
significantly more private (M = 3.67, SD = 1.79) than users with public settings (M = 3.19, 
SD = 1.64, t(1058) = 3.39, p = .001). This pattern also applied to Twitter (Mcustom = 3.98, 
SDcustom = 1.87, Mpublic = 2.96, SDpublic = 1.70, t(414) = 5.76, p < .001), and Instagram 
(Mcustom = 3.85, SDcustom = 1.64, Mpublic = 2.64, SDpublic = 1.40, t(615) = 10.14, p < .001). The 
perceived behavioral privacy of platform context thus appears to differ for each privacy 
setting, and is therefore included as a nested variable (i.e. within privacy setting) in the 
mixed modeling analyses as a covariate.

Emotion expression norms and platform differences
Hypothesis 1 stated that, overall, expressions of positive emotions would be perceived as 
more appropriate than expressions of negative emotions. The perceived appropriateness 
of positive emotion expression was overall rated as higher (M = 3.91, SD = .87) than the 
perceived appropriateness of negative emotion expression (M = 3.33, SD = .97). A paired 
samples t-test revealed that this difference was statistically significant, t(3213) = 35.13, 
p < .001, thereby supporting Hypothesis 1.

Hypotheses 2, 3, and 4 focused on the differences in the perceived appropriateness of 
expressing emotions among Facebook, Twitter, Instagram, and WhatsApp. The analyses 
were performed for each individual emotion to gain a more thorough insight into the 

Table 2. Correlations between perceived norms of emotion expression, covariates, age, and 
sex for all platforms combined.

1 2 3 4 5 6 7 8 9 10

1. Sadness –  
2. Anger .80*** –  
3. Disappointment .82*** .82*** –  
4. Worry .79*** .78*** .81*** –  
5. Joy .44*** .39*** .43*** .46*** –  
6. Pride .45*** .42*** .44*** .47*** .84*** –  
7. Privacy settings .07*** .12*** .11*** .10*** .05** .07*** –  
8.  Perceived 

privacy
.20*** .20*** .21*** .20*** −.01 −.01 −.05** –  

9. Age category −.01 .01 .01 .00 −.05* −.05** .02 −.01 –  
10. Sex .06** .05** .04* .06** .16*** .14*** −.08*** −.04** −.01 –

*p < .05; **p < .01; ***p < .001.

Waterloo et al 2017, Norms of online expressions of emotions: Comparing
Facebook, Twitter, Instagram, and WhatsApp
https://doi.org/10.1177/1461444817707349
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patterns that possibly emerge. An overview of all the means and standard errors (SE) are 
provided in Table 3. For the expression of sadness, the test of fixed effects showed a 
significant influence of platform, F(3, 2420) = 48.26, p < .001, as well as of perceived 
behavioral privacy, F(2, 3090) = 21.09, p < .001. Pairwise comparisons showed that the 
expression of sadness was perceived as significantly more appropriate on WhatsApp 
(M = 3.66, SE = .04) than on all other platforms. The perceived appropriateness of 
expressing sadness was lowest for Instagram (M = 3.09, SE = .04) and Twitter (M = 3.14, 
SE = .05), which was significantly lower than for WhatsApp and Facebook (M = 3.23, 
SE = .03). For the expression of anger, the test of fixed effects also showed a significant 
influence of platform, F(3, 2417) = 47.26, p < .001, and perceived behavioral privacy, 
F(2, 3098) = 28.64, p < .001. Here, WhatsApp (M = 3.64, SE = .04) again showed the 
highest average rating of perceived appropriateness, and differed significantly from 
Facebook (M = 3.20, SE = .03), Twitter (M = 3.26, SE = .05) and Instagram (M = 3.07, 
SE = .04) which showed the lowest average rating. The difference between Facebook and 
Twitter, however, failed to reach significance.

The perceived appropriateness of expressing disappointment was similarly affected 
by platform, F(3, 2447) = 54.17, p < .001, as well as perceived behavioral privacy, 
F(2, 3123) = 26.21, p < .001. The pairwise comparisons showed again that for 
WhatsApp (M = 3.69, SE = .04) the expression of disappointment is perceived as most 
appropriate, and significantly different from perceived appropriateness ratings for 
Facebook (M = 3.24, SE = .03), Twitter (M = 3.25, SE = .05), and Instagram (M = 3.08, 
SE = .04), again showing the lowest rating of perceived appropriateness. The differ-
ence in means between Facebook and Twitter was not significant. For the perceived 
norm of expressing worry, the effect of platform was again significant, F(3, 
2451) = 53.05, p < .001, as was the perceived behavioral privacy covariate, F(2, 
3125) = 21.90, p < .001. Much like the expression of disappointment, the perceived 
appropriateness of expressing worry was highest for WhatsApp (M = 3.74, SE = .04), 
and significantly differed from Facebook (M = 3.27, SE = .03), Twitter (M = 3.29, 
SE = .05), and Instagram (M = 3.15, SE = .04). The difference between Facebook and 
Twitter did not reach significance.

Table 3. Estimated means and standard errors for the perceived norms of emotion 
expression.

Perceived 
norms

M (SE)

Facebook Twitter Instagram WhatsApp

Sadness 3.23 (.03)b 3.14 (.05)a 3.09 (.04)a 3.66 (.04)c

Anger 3.20 (.03)a 3.26 (.05)a 3.07 (.04)b 3.64 (.04)c

Disappointment 3.24 (.03)a 3.25 (.05)a 3.08 (.04)b 3.69 (.04)c

Worry 3.27 (.03)a 3.29 (.05)a 3.15 (.04)b 3.74 (.04)c

Joy 3.90 (.03)a 3.78 (.04)b 3.93 (.03)a 4.05 (.03)c

Pride 3.83 (.03)a, b 3.74 (.04)a 3.89 (.04)b 4.02 (.03)c

SE: standard error.
Means with different superscripts differ significantly from each other within rows, with p at least <.01.

Waterloo et al 2017, Norms of online expressions of emotions: Comparing
Facebook, Twitter, Instagram, and WhatsApp
https://doi.org/10.1177/1461444817707349
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Mapping Emotions to Locations

Heuser et al 2016, The Emotions of London
https://litlab.stanford.edu/LiteraryLabPamphlet13.pdf
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Quantifying the Effects of COVID-19

r/Anxiety r/depression r/SuicideWatch

Category % Outliers Category % Outliers Category % Outliers

MOTION* 79 ↓ YOU* 55 ↓ PREP* 33 ↑
WORK* 73 ↓ CONJ* 51 ↓ SPACE* 33 ↑
I* 68 ↓ MOTION* 45 ↓ NETSPEAK* 23 ↑
BODY* 61 ↑ QUANT* 43 ↑ ASSENT* 23 ↓
PPRON* 54 ↓ FAMILY* 40 ↑ INFORMAL* 22 ↑
RELATIV* 54 ↓ ARTICLE* 39 ↓ CAUSE* 20 ↑
WE* 50 ↑ PRONOUN* 38 ↑ AFFILIATION 17 ↓
BIO* 49 ↑ REWARD* 36 ↓ FOCUSFUTURE 16 ↓
PERCEPT* 42 ↑ FEEL* 35 ↓ NEGEMO 15 ↑
CERTAIN* 41 ↑ FOCUSPAST * 33 ↑ CONJ 15 ↓

Biester et al 2020, Quantifying the Effects of COVID-19 on Mental Health
Support Forums
https://www.aclweb.org/anthology/2020.nlpcovid19-2.8/
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Summary and more

● Many and different applications exist that make use of
dictionaries to measure emotions
● A bit more listed in our survey on sentiment and emotion
analysis for computational literary studies (Kim/Klinger
2019, http://www.zfdg.de/2019_008)
● Many more in:

● DH and DHd conferences
● ACL Anthology https://www.aclweb.org/anthology/
● Life sciences/psychology, search for name of resource in
PubMed: e.g. https://pubmed.ncbi.nlm.nih.gov/?term=liwc

University of Stuttgart Roman Klinger Nov 15, 2022 25 / 61

http://www.zfdg.de/2019_008
https://www.aclweb.org/anthology/
https://pubmed.ncbi.nlm.nih.gov/?term=liwc


1 Motivation

2 Applications

3 Affective Lexical Resources

4 Existing Dictionaries

Outline



. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Applications

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Affective Lexical Resources

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Existing Dictionaries

Brief historical background

1957 The idea of formally representing the subjective meaning of
words. Osgood, Suci, Tannenbaum (1957): The Measurement of
Meaning

1986 Study of health improvements following emotional reports
Pennebaker & Beall: Confronting a Traumatic Event. Toward an
Understanding of Inhibition and Disease

1991 Linguistic subjectivity
Janyce Wiebe: Recognizing subjective sentences: A
computational investigation of narrative text

1996 Pennebaker & Francis: Linguistic Inquiry and Word Count
2001 The term sentiment analysis comes up

e.g. Das and Chen: Yahoo! for Amazon: Opinion Extraction from
Small Talk on the Web

2010 First large emotion dictionary
Mohammad, Turney: Emotions Evoked by Common Words and
Phrases: Using Mechanical Turk to Create an Emotion Lexicon
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What is an affective lexical resource?

● Dictionary: collection of entries associated to some
information, like meaning, translation, sense, synonyms,
etc.

word1 Ô⇒ additional information1
word2 Ô⇒ additional information2
word3 Ô⇒ additional information3

● Emotion dictionary: collection entries/words/senses with
associated emotion/affect information
● Can come in different files, file formats, word lists, …
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Assumptions

Do all words communicate an emotion? Or just some of them?
Are there neutral words?
Affective meaning is conveyed by (potentially) all words
● Direct affective words directly refer to emotions
fear, anger, joy, happy, afraid…
● Indirect affective words

● Idiosyncratic associations: dog, cat, plane
● Collective experiences: ghost, monster, laugh

● No limitation to particular word classes
Affective meaning of words can be measured as association
between word and emotion concept
● Discrete categories: word → anger, fear, joy
● VAD: word → V-score, A-score, D-score
● Appraisal theories: word →
bodily symptom, verbal reaction, cognitive evaluation dim.
● …
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How to create an emotion lexicon?

Please discuss with your neighbor:
● What could be a strategy to select words to be put into an
emotion dictionary?
● How to decide which emotions are associated with each
word?
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How to create an emotion lexicon? (discussion)

● What could be a strategy to select words to be put into an
emotion dictionary?

● How to decide which emotion(s) are associated with each
word?
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Example Lexicon Application

Let’s assume this (tiny) emotion lexicon:
beautiful song heart nice beat stop stone

joy joy neutral joy anger sadness neutral

What goes wrong and why?
● “The song has nice beat.”

● “Your heart is cold as stone.”

● “Her heart stopped beating.”

● “She was hit by a stone.”
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Challenges

● Polysemous words? “cold person” vs. “cold beer”
● Negations? “They are not happy.”
● Metaphors? “His joke killed me!”
● Sarcasm? “Awesome perfume. Did you marinate in it?”
● Questions? “Are you happy?”
● Contradictions? “Not happy – sad.”
● Semantic scales? unhappy < cheerful < awesome
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Observations

● The richer the information is (e.g. word senses) the better
● The emotion of a whole is not (always) the sum of the
emotion of its parts.
● Association can be domain dependent
● Agreement may vary depending on the type of words
(abstract vs. concrete nouns, explicit emotion names vs.
verbs referring to events, cultural-specific vs. idiosyncratic
concepts).
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Creation Procedures and Evaluation

Creation:
● Entirely Manually
● Semi-automatically
● Automatically

Evaluation:
● Intrinsic: Evaluate word associations
● Extrinsic: Evaluate use of dictionary on downstream task
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Manual Creation

● Select entries
● Write annotation guidelines
● Design annotation procedure
● Compute inter-annotator agreement
(and repeat, if unhappy)
● Evaluate intrinsically or extrinsically
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Automatic Creation

With annotated corpus:
● Use existing corpus with emotion labels
● Calculate information theoretic measures of word occurrences
● Output emotion labels

Without annotated corpus:
● Use distributional semantics and similiarity measures
● Calculate similarities to emotion concepts
● Common for early work in sentiment
(Turney 2002: Thumbs Up or Thumbs Down? Semantic Orientation
Applied to Unsupervised Classification of Reviews)

● Probably only works for emotions when distributional space is
ensured to represent emotions well (e.g. via retrofitting, Farouqi et
al., 2014)
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Semi-Automatic Creation

● Assumption: Existing emotion dictionary
● Goal: Expand or adapt
● Expansion: Label-propagation, define graph in which words
are nodes and edges define similarity, propagate labels via
random walk.
● Zhu, Garamani (2002): Learning from labeled and unlabeled
data with label propagation.
● Application to emotions: Giulianelli, de Kok (2018):
Semi-Supervised Emotion Lexicon Expansion with Label
Propagation
● More work on adapting dictionaries:

● Buechel/Hahn 2018: Word Emotion Induction for Multiple Languages
as a Deep Multi-Task Learning Problem

● Buechel/Hellrich/Hahn 2016: Feelings from the Past—Adapting
Affective Lexicons for Historical Emotion Analysis

● Buechel/Hahn 2018: Representation Mapping: A Novel Approach to
Generate High-Quality Multi-Lingual Emotion Lexicons
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Classification with Dictionaries

Idea 1: Use a dictionary De of entries t with
emotion scores se(t) for emotion e:

score(text,e) = 1
∣text∣ ∑w∈text

se(w)

● Issues? Number of words in dictionary associated with
emotion might differ. Normalize:

score(text,e) = 1
∣De∣

1
∣text∣ ∑w∈text

se(w)

● Decision for an emotion:

emotion(text) = argmax
e∈Emotions

score(text,e)
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Classification with Dictionaries

● Advantages:
● Very easy to use
● Transparent results

● Disadvantages:
● Context, negations, intensifiers
● Out-of-vocabulary words

● What about

score(text,e) = 1
∣De∣ ⋅ ∣text∣

∑
w∈text

∑
t∈De

sim(w, t) ⋅ se(t) ?

● Challenge:
Find a similarity function which represents emotions.
● Pretrained embeddings/vector spaces often do not represent
differences in emotion association (out of the box)
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Disclaimer

● This lecture does not provide a comprehensive list of all
emotion dictionaries that are available.
● We collected those, because they provide a good overview
and combine different methodologies to create them, but
there are many others which are as good.
● We do not aim at judging them, they all have different
advantages or disadvantages, depending on the application.
● I am not aware of a comprehensive list of emotion/affect
dictionaries, if you know one, please let me know.
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LIWC, Linguistic Inquirey and Word Count

● Motivation & Background:
● One of the first approaches to measure psychological
concepts in text

● Built on top of research showing that words allow to infer
physical/mental health from words they use

● Creation Procedure:
● Collected words from other thesauri, word lists
● Manual annotation by multiple judges

● Label Set: Many classes, e.g. attentional focus, emotions, social
relationships, group processes

● Statistics: 4500 words, 80 classes
● Applications:

● Comes with commercial program which uses dictionary.
● Evaluated in many downstream applications, incredibly
popular in psychology and social sciences

● Website with demo: https://www.liwc.app/demo
University of Stuttgart Roman Klinger Nov 15, 2022 41 / 61
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LIWC Examples

● Positive Emotions:
happy, pretty, good
● Negative Emotions:
hate, worthless, enemy
● Sadness or depression:
grief, cry, sad
● Anxiety or fear:
nervous, afraid, tense

● Causation
because, effect, hence
● Tentative
maybe, perhaps, guess
● Social processes
talk, us, friend
● Family
mom, brother, cousin

Pennebaker, J.W., Booth, R.J., & Francis, M.E. (2007). Linguistic Inquiry and Word Count: LIWC 2007.
Tausczik/Pennebaker 2010: The Psychological Meaning of Words: LIWC and Computerized Text Analysis Methods
https://journals.sagepub.com/doi/10.1177/0261927X09351676
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LIWC Example

“I think that I should be happy, given that my whole life situation is great.”
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WordNet Affect

● Motivation & Background Build rich emotion lexicon
● Creation Procedure:

● Manual: Start with core (Affect), manually labeled words,
automatically assign same label to related words, extend to
synsets

● Automatic: Project Affect to WordNet, propagate labels based
on selected WordNet relations

● Label Set: emotions (anger, fear), mood, traits
(aggressiveness), cognitive states (confusion), physical
states (illness), attitude (intolerance)…
● Statistics:

● Affect:
1903 terms, 539 nouns, 517 adjectives, 238 verbs, 15 adverbs

● WordNet-Affect: 2,874 synsets and 4,787 words
● Applications: Many, affect-sensing, computational humor,
tutoring systems

Carlo Strapparava and Alessandro Valitutti. WordNet-Affect: an Affective Extension of WordNet, LREC 2004
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WordNet Affect Examples

A-Labels Examples
EMOTION noun anger#1, verb fear#1
MOOD noun animosisy#1, adjective amiable#1
TRAIT noun aggressiveness#1, adjective competitive#1
COGNITIVE STATE noun confusion#2, adjective dazed#2
PHYSICAL STATE noun illness#1, adjective all in#1
EDONIC SIGNAL noun hurt#3, noun suffering#4
EMOTION-ELICITING SITUATION noun awkwardness#3, adjective out of danger#1
EMOTIONAL RESPONSE noun cold sweat#1, verb tremble#2
BEHAVIOUR noun offense#1, adjective inhibited#1
ATTITUDE noun intolerance#1, noun defensive#1
SENSATION noun coldness#1, verb feel#3

Table 4: A-Labels and corresponding example synsets

The availability of an affective lexical resource can im-
prove this strategy by allowing the system to focalize the
incongruity at the affective level. For re-analyzing, a posi-
tive or a negative valence value is attributed to the acronym,
and then the expansion generation must include affective
words (e.g. appreciative and depreciative words) with op-
posite valence. For acronym generation, the valence oppo-
sition should be applied to both the input concept and the
acronym.

5. Future Work
The work described above is only a first step towards

the development of this resource. One goal is that of ex-
tending the number of affective synsets, making use of the
predefined WORDNET relations (in particular, cause and
entailment relations) and finding correlations between af-
fective labels and domain labels. It is also useful inter-
facing WORDNET-AFFECT with other linguistic resources
containing common sense knowledge, in order to extract
contextual lexicon (e.g. emotional responses and events that
cause emotions). A good source of stereotypical knowl-
edge is OpenMind Commonsense, a wide common sense
knowledge base containing sentences, linguistic patterns
and parse trees. WORDNET-AFFECT allows us to identify
the sentences in OpenMind containing affective words cor-
responding to affective synsets.
Finally, for the organization of the a-labels we want to

stress the importance of the affective lexicon in communi-
cation and persuasion. We pay attention mainly on slanting
lexicon (e.g. appreciative and depreciative words; intensi-
fier and detensifier adverbs). Slanted writing is that type
of writing that springs from our conscious or subconscious
choice of words and images. We may load our description
of a specific situation with vivid, connotative words and fig-
ures of speech. These words have the capability to provide
an affective connotation to the text and reveal the affective
disposition of the speaker or induce an similar disposition
on the recipient. They have an important role in persuasion
and for this reason they are very used in advertisement.
We believe that enhancing the resource in this direction,

we can make it more useful in affective computing and par-
ticularly in applications based on affective natural language
processing.

WORDNET-AFFECT (like WORDNET DOMAINS) is
freely available for research purposes.
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NRC Word-Emotion Association Lexicon

● Motivation & Background
Create larger dictionary than existing previously
● Creation Procedure:

● Select 10k term-sense pairs from a thesaurus, filter via
Google n-grams, WordNet-Affect and LIWC

● Collect judgements via crowdsourcing (Amazon Mechanical
Turk) for emotion and polarity

● Label Set: Plutchik emotions, polarity
● Statistics: 14182 words, 25000 senses
● Applications: My impression is that this is the most popular
dictionary these days, including machine-translated
variants. Used across many research fields.

Saif Mohammad and Peter Turney, Crowdsourcing a Word-Emotion Association Lexicon, Computational Intelligence
29 (3), 436-465, 2013
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NRC Word-Emotion Association Lexicon –
Questions

● Q1. Which word is closest in meaning (most related) to startle?
● automobile, shake, honesty, entertain

● Q2. How positive (good, praising) is the word startle?
● startle is not positive; startle is weakly positive; startle is
moderately positive; startle is strongly positive

● Q4. How much is startle associated with the emotion joy? (For
example, happy and fun are strongly associated with joy.)
● startle is not associated with joy, startle is weakly associated
with joy, startle is moderately associated with joy, startle is
strongly associated with joy

● not/weak⇒ 0; moderately, strong⇒ 1
https://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
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Example from NRC Emotion Dictionary

...
scape trust 0
scapegoat anger 1
scapegoat anticipation 0
scapegoat disgust 0
scapegoat fear 1
scapegoat joy 0
scapegoat negative 1
scapegoat positive 0
scapegoat sadness 0
scapegoat surprise 0
scapegoat trust 0

scar anger 1
scar anticipation 0
scar disgust 1
scar fear 1
scar joy 0
scar negative 1
scar positive 0
scar sadness 1
scar surprise 0
scar trust 0
scarab anger 0
...
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DepecheMood

● Motivation & Background: Build large resource
semi-automatically
● Creation Procedure:

● Collect articles from a news website rappler.com
● rappler.com asks readers what the article made them feel
● Distributional semantics-based analysis of this corpus

● Label Set: inspired, happy, amused, neutral. annoyed, sad,
angry, afraid
● Statistics: 37000 terms

Jacopo Staiano, Marco Guerini, Depeche Mood: a Lexicon for Emotion Analysis from Crowd Annotated News, 2014
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DepecheMood

Word-emotion matrix=
AFRAID AMUSED ANGRY ANNOYED DONT CARE HAPPY INSPIRED SAD

doc 10002 0.75 0.00 0.00 0.00 0.00 0.00 0.25 0.00
doc 10003 0.00 0.50 0.00 0.16 0.17 0.17 0.00 0.00
doc 10004 0.52 0.02 0.03 0.02 0.02 0.06 0.02 0.31
doc 10011 0.40 0.00 0.00 0.20 0.00 0.20 0.20 0.00
doc 10028 0.00 0.30 0.08 0.00 0.00 0.23 0.31 0.08

Table 1: An excerpt of the Document-by-Emotion Matrix - MDE

lemma#PoS#sense, corresponding to roughly
1 thousand lemma#PoS.

AffectNet, part of the SenticNet project (Cam-
bria and Hussain, 2012), contains 10k words (out
of 23k entries) taken from ConceptNet and aligned
with WordNetAffect. This resource extends Word-
NetAffect labels to concepts like ‘have breakfast’.
Fuzzy Affect Lexicon (Subasic and Huettner, 2001)
contains roughly 4k lemma#PoS manually an-
notated by one linguist using 80 emotion labels.
EmoLex (Mohammad and Turney, 2013) contains
almost 10k lemmas annotated with an intensity la-
bel for each emotion using Mechanical Turk. Fi-
nally Affect database is an extension of SentiFul
(Neviarouskaya et al., 2007) and contains 2.5K
words in the form lemma#PoS. The latter is the
only lexicon providing words annotated also with
emotion scores rather than only with labels.

3 Dataset Collection

To build our emotion lexicon we harvested all the
news articles from rappler.com, as of June
3rd 2013: the final dataset consists of 13.5 M
words over 25.3 K documents, with an average
of 530 words per document. For each document,
along with the text we also harvested the informa-
tion displayed by Rappler’s Mood Meter, a small
interface offering the readers the opportunity to
click on the emotion that a given Rappler story
made them feel. The idea behind the Mood Me-
ter is actually “getting people to crowdsource the
mood for the day”1, and returning the percentage
of votes for each emotion label for a given story.
This way, hundreds of thousands votes have been
collected since the launch of the service. In our
novel approach to ‘crowdsourcing’, as compared
to other NLP tasks that rely on tools like Ama-
zon’s Mechanical Turk (Snow et al., 2008), the
subjects are aware of the ‘implicit annotation task’
but they are not paid. From this data, we built a
document-by-emotion matrix MDE , providing the
voting percentages for each document in the eight

1http://nie.mn/QuD17Z

affective dimensions available in Rappler. An ex-
cerpt is provided in Table 1.

The idea of using documents annotated with
emotions is not new (Strapparava and Mihalcea,
2008; Mishne, 2005; Bellegarda, 2010), but these
works had the limitation of providing a single
emotion label per document, rather than a score for
each emotion, and, moreover, the annotation was
performed by the author of the document alone.

Table 2 reports the average percentage of votes
for each emotion on the whole corpus: HAPPI-
NESS has a far higher percentage of votes (at least
three times). There are several possible explana-
tions, out of the scope of the present paper, for this
bias: (i) it is due to cultural characteristics of the
audience (ii) the bias is in the dataset itself, being
formed mainly by ‘positive’ news; (iii) it is a psy-
chological phenomenon due to the fact that peo-
ple tend to express more positive moods on social
networks (Quercia et al., 2011; Vittengl and Holt,
1998; De Choudhury et al., 2012). In any case, the
predominance of happy mood has been found in
other datasets, for instance LiveJournal.com
posts (Strapparava and Mihalcea, 2008). In the
following section we will discuss how we handled
this problem.

EMOTION Votesµ EMOTION Votesµ

AFRAID 0.04 DONT CARE 0.05
AMUSED 0.10 HAPPY 0.32
ANGRY 0.10 INSPIRED 0.10
ANNOYED 0.06 SAD 0.11

Table 2: Average percentages of votes.

4 Emotion Lexicon Creation
As a next step we built a word-by-emotion matrix
starting from MDE using an approach based on
compositional semantics. To do so, we first lem-
matized and PoS tagged all the documents (where
PoS can be adj., nouns, verbs, adv.) and kept
only those lemma#PoS present also in Word-
Net, similar to SWN-prior and WordNetAffect re-
sources, to which we want to align. We then com-
puted the term-by-document matrices using raw
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Word AFRAID AMUSED ANGRY ANNOYED DONT CARE HAPPY INSPIRED SAD
awe#n 0.08 0.12 0.04 0.11 0.07 0.15 0.38 0.05
comical#a 0.02 0.51 0.04 0.05 0.12 0.17 0.03 0.06
crime#n 0.11 0.10 0.23 0.15 0.07 0.09 0.09 0.15
criminal#a 0.12 0.10 0.25 0.14 0.10 0.11 0.07 0.11
dead#a 0.17 0.07 0.17 0.07 0.07 0.05 0.05 0.35
funny#a 0.04 0.29 0.04 0.11 0.16 0.13 0.15 0.08
future#n 0.09 0.12 0.09 0.12 0.13 0.13 0.21 0.10
game#n 0.06 0.15 0.06 0.08 0.15 0.23 0.15 0.12
kill#v 0.23 0.06 0.21 0.07 0.05 0.06 0.05 0.27
rapist#n 0.02 0.07 0.46 0.07 0.08 0.16 0.03 0.12
sad#a 0.06 0.12 0.09 0.14 0.13 0.07 0.15 0.24
warning#n 0.44 0.06 0.09 0.09 0.06 0.06 0.04 0.16

Table 3: An excerpt of the Word-by-Emotion Matrix (MWE) using normalized frequencies (nf ). Emo-
tions weighting more than 20% in a word are highlighted for readability purposes.

frequencies, normalized frequencies, and tf-idf
(MWD,f , MWD,nf and MWD,tfidf respectively),
so to test which of the three weights is better. Af-
ter that, we applied matrix multiplication between
the document-by-emotion and word-by-document
matrices (MDE · MWD) to obtain a (raw) word-
by-emotion matrix MWE . This method allows us
to ‘merge’ words with emotions by summing the
products of the weight of a word with the weight
of the emotions in each document.

Finally, we transformed MWE by first apply-
ing normalization column-wise (so to eliminate
the over representation for happiness as discussed
in Section 3) and then scaling the data row-wise so
to sum up to one. An excerpt of the final Matrix
MWE is presented in Table 3, and it can be in-
terpreted as a list of words with scores that repre-
sent how much weight a given word has in the af-
fective dimensions we consider. So, for example,
awe#n has a predominant weight in INSPIRED
(0.38), comical#a has a predominant weight in
AMUSED (0.51), while kill#v has a predomi-
nant weight in AFRAID, ANGRY and SAD (0.23,
0.21 and 0.27 respectively). This matrix, that we
call DepecheMood2, represents our emotion lex-
icon, it contains 37k entries and is freely available
for research purposes at http://git.io/MqyoIg.

5 Experiments

To evaluate the performance we can obtain with
our lexicon, we use the public dataset provided for
the SemEval 2007 task on ‘Affective Text’ (Strap-
parava and Mihalcea, 2007). The task was focused
on emotion recognition in one thousand news
headlines, both in regression and classification
settings. Headlines typically consist of a few

2In French, ‘depeche’ means dispatch/news.

words and are often written with the intention to
‘provoke’ emotions so to attract the readers’ atten-
tion. An example of headline from the dataset is
the following: “Iraq car bombings kill 22 People,
wound more than 60”. For the regression task
the values provided are: <anger (0.32),
disgust (0.27), fear (0.84), joy
(0.0), sadness (0.95), surprise
(0.20)> while for the classification task the
labels provided are {FEAR, SADNESS}.

This dataset is of interest to us since the ‘com-
positional’ problem is less prominent given the
simplified syntax of news headlines, containing,
for example, fewer adverbs (like negations or in-
tensifiers) than normal sentences (Turchi et al.,
2012). Furthermore, this is to our knowledge the
only dataset available providing numerical scores
for emotions. Finally, this dataset was meant for
unsupervised approaches (just a small trial sample
was provided), so to avoid simple text categoriza-
tion approaches.

As the affective dimensions present in the test
set – based on the six basic emotions model (Ek-
man and Friesen, 1971) – do not exactly match
with the ones provided by Rappler’s Mood Meter,
we first define a mapping between the two when
possible, see Table 4. Then, we proceed to trans-
form the test headlines to the lemma#PoS format.

SemEval Rappler SemEval Rappler
FEAR AFRAID SURPRISE INSPIRED
ANGER ANGRY - ANNOYED
JOY HAPPY - AMUSED
SADNESS SAD - DON’T CARE

Table 4: Mapping of Rappler labels on Se-
meval2007. In bold, cases of suboptimal mapping.

Only one test headline contained exclusively
words not present in DepecheMood, further indi-
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“I think that I should be happy, given that my whole life situation
is great.”

University of Stuttgart Roman Klinger Nov 15, 2022 53 / 61

http://www.depechemood.eu/


. .. .. .. .
Motivation

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Applications

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Affective Lexical Resources

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Existing Dictionaries

ANEW

● Motivation & Background: “Provide a set of normative
emotional ratings for a large number of words in the English
language. The goal is to develop a set of verbal materials
that have been rated in terms of pleasure, arousal, and
dominance”
● Creation Procedure: Psychology Students marked words
with the self-assessment Manikin scheme (next slide)
● Label Set: Valence, Arousal, Dominance
● Statistics: ≈ 1600 words

Bradley/Lang 1999: Affective Norms for English Words (ANEW): Instruction Manual and Affective Ratings
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Affective Norms for English Words.  All Subjects Table 1
Bradley, M.M., & Lang, P.J. (1999)

Description Word Valence Arousal Dominance      Word Description Word Valence Arousal Dominance     Word
No. Mean(SD) Mean(SD) Mean (SD) Frequency No. Mean(SD) Mean(SD) Mean (SD) Frequency

4

abduction 621 2.76  (2.06) 5.53  (2.43) 3.49  (2.38) 1
abortion 622 3.50  (2.30) 5.39  (2.80) 4.59  (2.54) 6
absurd 623 4.26  (1.82) 4.36  (2.20) 4.73  (1.72) 17
abundance 624 6.59  (2.01) 5.51  (2.63) 5.80  (2.16) 13
abuse 1 1.80  (1.23) 6.83  (2.70) 3.69  (2.94) 18
acceptance 625 7.98  (1.42) 5.40  (2.70) 6.64  (1.91) 49
accident 2 2.05  (1.19) 6.26  (2.87) 3.76  (2.22) 33
ace 626 6.88  (1.93) 5.50  (2.66) 6.39  (2.31) 15
ache 627 2.46  (1.52) 5.00  (2.45) 3.54  (1.73) 4
achievement 3 7.89  (1.38) 5.53  (2.81) 6.56  (2.35) 65
activate 4 5.46  (0.98) 4.86  (2.56) 5.43  (1.84) 2
addict 581 2.48  (2.08) 5.66  (2.26) 3.72  (2.54) 1
addicted 628 2.51  (1.42) 4.81  (2.46) 3.46  (2.23) 3
admired 5 7.74  (1.84) 6.11  (2.36) 7.53  (1.94) 17
adorable 6 7.81  (1.24) 5.12  (2.71) 5.74  (2.48) 3
adult 546 6.49  (1.50) 4.76  (1.95) 5.75  (2.21) 25
advantage 629 6.95  (1.85) 4.76  (2.18) 6.36  (2.23) 73
adventure 630 7.60  (1.50) 6.98  (2.15) 6.46  (1.67) 14
affection 7 8.39  (0.86) 6.21  (2.75) 6.08  (2.22) 18
afraid 8 2.00  (1.28) 6.67  (2.54) 3.98  (2.63) 57
aggressive 9 5.10  (1.68) 5.83  (2.33) 5.59  (2.40) 17
agility 22 6.46  (1.57) 4.85  (1.80) 5.87  (1.52) 3
agony 10 2.43  (2.17) 6.06  (2.67) 4.02  (2.49) 9
agreement 631 7.08  (1.59) 5.02  (2.24) 6.22  (1.85) 106
air 632 6.34  (1.56) 4.12  (2.30) 5.10  (1.56) 257
alcoholic 582 2.84  (2.34) 5.69  (2.36) 4.45  (2.56) 3
alert 11 6.20  (1.76) 6.85  (2.53) 5.96  (2.24) 33
alien 633 5.60  (1.82) 5.45  (2.15) 4.64  (2.07) 16
alimony 634 3.95  (2.00) 4.30  (2.29) 4.63  (2.30) 2
alive 635 7.25  (2.22) 5.50  (2.74) 6.39  (2.15) 57
allergy 636 3.07  (1.64) 4.64  (2.34) 3.21  (1.77) 1
alley 637 4.48  (1.97) 4.91  (2.42) 4.00  (1.70) 8
alone 12 2.41  (1.77) 4.83  (2.66) 3.70  (2.42) 195
aloof 13 4.90  (1.92) 4.28  (2.10) 4.69  (1.92) 5
ambition 14 7.04  (1.98) 5.61  (2.92) 6.93  (2.07) 19
ambulance 15 2.47  (1.50) 7.33  (1.96) 3.22  (2.29) 6
angel 16 7.53  (1.58) 4.83  (2.63) 4.97  (2.34) 18
anger 17 2.34  (1.32) 7.63  (1.91) 5.50  (2.82) 48
angry 18 2.85  (1.70) 7.17  (2.07) 5.55  (2.74) 45

anguished 19 2.12  (1.56) 5.33  (2.69) 3.45  (2.37) 2
ankle 638 5.27  (1.54) 4.16  (2.03) 4.77  (1.74) 8
annoy 20 2.74  (1.81) 6.49  (2.17) 5.09  (2.04) 2
answer 639 6.63  (1.68) 5.41  (2.43) 5.85  (1.88) 152
anxious 21 4.81  (1.98) 6.92  (1.81) 5.33  (1.82) 29
applause 640 7.50  (1.50) 5.80  (2.79) 6.48  (2.11) 14
appliance 641 5.10  (1.21) 4.05  (2.06) 5.05  (1.34) 5
arm 642 5.34  (1.82) 3.59  (2.40) 5.07  (1.50) 94
army 23 4.72  (1.75) 5.03  (2.03) 5.03  (2.45) 132
aroused 24 7.97  (1.00) 6.63  (2.70) 6.14  (1.97) 20
arrogant 25 3.69  (2.40) 5.65  (2.23) 5.14  (2.71) 2
art 643 6.68  (2.10) 4.86  (2.88) 5.30  (2.33) 208
assassin 26 3.09  (2.09) 6.28  (2.53) 4.33  (2.68) 6
assault 27 2.03  (1.55) 7.51  (2.28) 3.94  (3.10) 15
astonished 28 6.56  (1.61) 6.58  (2.22) 5.16  (1.79) 6
astronaut 501 6.66  (1.60) 5.28  (2.11) 5.20  (1.95) 2
athletics 644 6.61  (2.08) 6.10  (2.29) 6.12  (2.12) 9
autumn 29 6.30  (2.14) 4.51  (2.50) 5.15  (1.85) 22
avalanche 645 3.29  (1.95) 5.54  (2.37) 3.61  (2.00) 1
avenue 646 5.50  (1.37) 4.12  (2.01) 5.40  (1.53) 46
awed 30 6.70  (1.38) 5.74  (2.31) 5.30  (2.03) 5
baby 31 8.22  (1.20) 5.53  (2.80) 5.00  (2.80) 62
bake 647 6.17  (1.71) 5.10  (2.30) 5.49  (1.88) 12
bandage 648 4.54  (1.75) 3.90  (2.07) 4.52  (1.89) 4
bankrupt 32 2.00  (1.31) 6.21  (2.79) 3.27  (2.39) 5
banner 649 5.40  (0.83) 3.83  (1.95) 4.80  (1.57) 8
bar 650 6.42  (2.05) 5.00  (2.83) 5.47  (1.94) 82
barrel 651 5.05  (1.46) 3.36  (2.28) 4.89  (1.57) 24
basket 547 5.45  (1.15) 3.63  (2.02) 5.76  (1.45) 17
bastard 33 3.36  (2.16) 6.07  (2.15) 4.17  (2.40) 12
bath 502 7.33  (1.45) 4.16  (2.31) 6.41  (1.87) 26
bathroom 548 5.55  (1.36) 3.88  (1.72) 5.65  (1.59) 18
bathtub 652 6.69  (1.57) 4.36  (2.59) 5.76  (1.76) 4
beach 34 8.03  (1.59) 5.53  (3.07) 5.44  (2.52) 61
beast 653 4.23  (2.41) 5.57  (2.61) 4.89  (2.29) 7
beautiful 654 7.60  (1.64) 6.17  (2.34) 6.29  (1.81) 127
beauty 35 7.82  (1.16) 4.95  (2.57) 5.53  (2.10) 71
bed 549 7.51  (1.38) 3.61  (2.56) 6.88  (1.78) 127
bees 583 3.20  (2.07) 6.51  (2.14) 4.16  (2.11) 15
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NRC Valence, Arousal, and Dominance
(NRC-VAD) Lexicon

● Motivation & Background:
Create large and reliable VAD Resource
● Creation Procedure:

● Join terms from NRC Emotion, General Inquirer and other
Thesauri, ANEW, high-frequent social media terms

● Crowdsourcing annotation via best-worst scaling
(to be discussed later)

● Label Set: Valence Arousal Dominance
● Statistics: 20k Words

Saif M. Mohammad, Obtaining Reliable Human Ratings of Valence, Arousal, and Dominance for 20,000 English
Words, 2018

https://saifmohammad.com/WebPages/nrc-vad.html
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A Dictionary of Emotion-Provoking Events

● Motivation & Background: Create dictionary of events
● Creation Procedure:

● Manually annotate with 30 subjects
● Augment with web data: “I am EMOTION that EVENT”

● Label Set: happiness, sadness, anger, fear, surprise

Emotions Events

happiness meeting friends going on a date getting something I want
sadness someone dies/gets sick someone insults me people leave me alone
anger someone insults me someone breaks a promise someone is too lazy
fear thinking about the future taking a test walking/driving at night
surprise seeing a friend unexpectedly someone comes to visit receiving a gift

Table 1: The top three events for each emotion.

tually settled on hierarchical agglomerative clus-
tering and the single-linkage criterion using co-
sine similarity as a distance measure (Gower and
Ross, 1969). Choosing the stopping criterion for
agglomerative clustering is somewhat subjective,
in many cases application dependent, but for the
evaluation in this work, we heuristically choose
the number of groups so the average number of
events in each group is four, and leave a further
investigation of the tuning to future work.

4 Evaluation Measures

Work on information extraction typically uses ac-
curacy and recall of the extracted information as
an evaluation measure. However, in this work, we
found that it is difficult to assign a clear-cut dis-
tinction between whether an event provokes a par-
ticular emotion or not. In addition, recall is diffi-
cult to measure, as there are essentially infinitely
many events. Thus, in this section, we propose two
new evaluation measures to measure the precision
and recall of the events that we recovered in this
task.

To evaluate the precision of the events extrac-
ted by our method, we focus on the fact that an
event might provoke multiple emotions, but usu-
ally these emotions can be ranked in prominence
or appropriateness. This is, in a way, similar to the
case of information retrieval, where there may be
many search results, but some are more appropri-
ate than others. Based on this observation, we fol-
low the information retrieval literature (Voorhees,
1999) in adapting mean reciprocal rank (MRR) as
an evaluation measure of the accuracy of our ex-
traction. In our case, one event can have multiple
emotions, so for each event that the system out-
puts, we ask an annotator to assign emotions in
descending order of prominence or appropriate-
ness, and assess MRR with respect to these ranked
emotions. 2

We also measure recall with respect to the
2In the current work we did not allow annotators to assign

“ties” between the emotions, but this could be accommodated
in the MRR framework.

manually created dictionary described in Section
2, which gives us an idea of what percent of com-
mon emotions we were able to recover. It should
be noted that in order to measure recall, it is ne-
cessary to take a matching between the events out-
put by the system and the events in the previously
described list. While it would be ideal to do this
automatically, this is difficult due to small lexical
variations between the system output and the list.
Thus, for the current work we perform manual
matching between the system hypotheses and the
references, and hope to examine other ways of
matching in future work.

5 Experiments

In this section, we describe an experimental eval-
uation of the accuracy of automatic extraction of
emotion-provoking events.

5.1 Experimental Setup

We use Twitter3 as a source of data, as it is it
provides a massive amount of information, and
also because users tend to write about what they
are doing as well as their thoughts, feelings and
emotions. We use a data set that contains more
than 30M English tweets posted during the course
of six weeks in June and July of 2012. To remove
noise, we perform a variety of preprocessing, re-
moving emoticons and tags, normalizing using
the scripts provided by Han and Baldwin (2011),
and Han et al. (2012). CoreNLP4 was used to
get the information about part-of-speech, syntactic
parses, and lemmas.

We prepared four systems for comparison. As a
baseline, we use a method that only uses the ori-
ginal seed pattern mentioned in Section 3 to ac-
quire emotion-provoking events. We also evalu-
ate expansions to this method with clustering, with
pattern expansion, and with both.

We set a 10 iteration limit on the Espresso al-
gorithm and after each iteration, we add the 20

3http://www.twitter.com
4http://nlp.stanford.edu/software/

corenlp.shtml
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Summary

Dictionaries are
● A transparent approach to access emotions in text
● Might fail to capture context and compositionality
● Can be created in many different ways, including manual
creation, crowdsourcing, cross-lingual induction,
distributional semantics, semi-supervised methods…
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Take Away

● Dictionaries as a representation of
lexical semantics of emotions
● Computational access to emotions in text
● Downstream Applications of Dictionaries
for Emotion Analysis
● Creation Process of Emotion Dictionaries
● Existing Resources
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